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Foreword

A global research enterprise has emerged over the past several 
decades as significantly more research is being performed in a 
growing number of countries by a larger cohort of  researchers. 
International and interdisciplinary linkages in research are 
expanding rapidly, with more papers being coauthored by in-
vestigators based in different countries and representing dif-
ferent fields. More researchers are crossing borders for educa-
tion and training. The new knowledge produced by the global 
research enterprise promises to expand our understanding of 
the natural world and to accelerate progress in meeting hu-
manity’s needs in areas such as health, the environment, and 
economic development.

However, irresponsible behavior and poor practices pose 
threats to the global research enterprise, could impair its effec-
tive functioning, and could even damage the broader credibility 
of science. High- profile cases of data fabrication and other irre-
sponsible behavior continue to appear around the world. Issues 
related to journal article retractions and the reproducibility of 
research results are attracting greater attention.

Opportunities for researchers to contribute to society are 
also expanding rapidly. Scientists are increasingly called upon 
to demonstrate vigilance aimed at preventing the deliberate 
misuse of research in the life sciences and other fields and to 
contribute to society as policy advisors and as communicators 
of scientific ideas and findings to the broad public.

In response to these trends, the world’s national scientific 
academies, working through the InterAcademy Partnership, 
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launched a project on research integrity in 2011. The first product 
of the activity was Responsible Conduct in the Global Research En-
terprise: A Policy Report, published in 2012. That report describes 
basic values that underlie research and puts forward principles 
and guidelines for all participants in the research enterprise.

This publication was developed to assist students, individual 
researchers, universities and other research organizations, pub-
lic and private research sponsors, journals, societies, and policy 
makers as they work to foster research integrity and secure the 
foundations of responsible conduct. Doing Global Science: A Guide 
to Responsible Conduct in the Global Research Enterprise is a con-
cise, engaging guide to responsible research behavior. It is writ-
ten from a global perspective and addresses a range of traditional 
and emerging issues related to scientific responsibility, using ex-
amples from various disciplines. It can be used in educational 
settings, by supervisors in training settings, and by individuals.

We are grateful for the hard work of the Committee on Re-
search Integrity, which developed this guide, particularly com-
mittee cochairs Ernst- Ludwig Winnacker and Indira Nath. We 
also appreciate the work of the independent set of experts who 
peer- reviewed the draft according to IAP for Research Proce-
dures and to the monitor who oversaw the review process.

We hope that Doing Global Science is widely used and expect 
that it will contribute to the health and effectiveness of the 
global research enterprise.

Robbert H. DIJKGRAAF
President, InterAcademy Partnership
Cochair, IAP for Research
Director and Leon Levy Professor
Institute for Advanced Study, Princeton, New Jersey, USA
Former President, Royal Netherlands Academy of Arts and Sciences

Mohamed H. A. HASSAN
President, InterAcademy Partnership
Cochair, IAP for Science
Chair, Council, United Nations University (UNU)
Former President, African Academy of Sciences



Preface

The world’s science academies set and maintain standards 
of research integrity and scientific responsibility and are 
taking a leadership role in addressing issues related to re-
sponsible conduct. National science academies in a range of 
countries have issued policy recommendations, educational 
materials, and statements aimed at improving the environ-
ment for research integrity in their own countries. In ad-
dition, regional networks of academies have produced re-
ports or hosted workshops and conferences on these topics. 
In some countries, academies play a direct role in ensuring 
responsible conduct and addressing irresponsible behavior 
through their own research and educational activities or 
through participation in national oversight bodies.

The research integrity project was launched in 2011 by 
two member networks of the InterAcademy Partership 
(IAP): IAP for Research (known up to now as the Inter-
Academy Council) and IAP for Science (known up to now 
as IAP— The Global Network of Science Academies). The first 
product of this project, Responsible Conduct in the Global Re-
search Enterprise: A Policy Report (2012), clarified the primary 
values of responsible science, and recommended actionable 
steps to key stakeholders around the world. The report has 
been widely used, for example, as a key background docu-
ment by the Global Research Council.

Doing Global Science: A Guide to Responsible Conduct in 
the Global Research Enterprise is the second product of the 
project. The project terms of reference state that IAP for 
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Research “will develop international educational materi-
als for individual scientists, educators, and institutional 
managers, addressing principles and guidelines for scien-
tific responsibility, including scientific ethics, integrity, 
and responsibility for avoidance of misuse of science. The 
products will have use throughout the global science com-
munity” (IAC- IAP 2012).

Committee on Research Integrity

This guide was developed by an international committee 
appointed by the IAP for Research Board: Indira NATH 
(Cochair, India), Ernst- Ludwig WINNACKER (Cochair, Ger-
many), Renfrew CHRISTIE (South Africa), Pieter DRENTH 
(The Netherlands), Paula KIVIMAA (Finland), LI Zhenzhen 
(China), José A. LOZANO (Colombia), and Barbara SCHAAL 
(USA). A complete roster and biographical sketches of the 
committee members are included at the end of the guide.

The Committee on Research Integrity met a number of 
times in person, held conference calls to develop and re-
view drafts, and responded to the comments of external re-
viewers in finalizing the guide.

The Review Process

This guide was externally reviewed in draft form by experts 
chosen for their diverse perspectives and technical knowl-
edge, in accordance with procedures approved by the IAP 
for Research Board. The purpose of this independent review 
was to provide critical comments that would help produce a 
sound report that meets the IAP for Research standards for 
objectivity, evidence, and responsiveness to the study charge.

The review procedure and draft manuscript remain con-
fidential to protect the integrity of the deliberative pro-
cess. Although the reviewers provided constructive com-
ments and suggestions, they were not asked to endorse the 
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conclusions and recommendations, nor did they see the 
final draft of the report before its release.

Reviewers of the Report

IAP for Research thanks the following individuals for their 
review of this report:

Nicole FÖGER, Head of the Administrative Office, Aus-
trian Agency for Research Integrity, Vienna

Matthew FREEMAN, Professor of Pathology and Head, Sir 
William Dunn School of Pathology, University of Oxford

Michele GARFINKEL, Manager, Science Policy Program, 
European Molecular Biology Organization

Alastair HAY, Professor of Environmental Toxicology, 
University of Leeds

Sergio PASTRANA, Executive Director and Foreign Sec-
retary, Academy of Sciences of Cuba, and member of the 
IAP Biosecurity Working Group

Bernd PULVERER, Chief Editor, European Molecular Bi-
ology Organization

Sameh H. SOROR, Assistant Professor of Pharmacy, Helwan 
University, Cairo, and Cochair, Global Young Academy

Monitor of the Review Process

A review monitor was responsible for ascertaining that the 
independent examination of this report was carried out in 
accordance with IAP for Research procedures and that re-
view comments were carefully considered.

IAP for Research thanks the following for his participa-
tion as monitor in the review process:

Yves QUÉRÉ, Former President, Académie des sciences 
(France), and Former Cochair, IAP— The Global Network 
of Science Academies 
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1
RESPONSIBLE CONDUCT 
OF RESEARCH AND THE 

GLOBAL CONTEXT

An Overview

Scientific research is one of the great adventures of our 
time. Researchers are members of a global community that 
is producing new knowledge at an unprecedented rate. This 
new knowledge is transforming society by contributing 
to the development of new technologies and by changing 
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how we think about the natural world, ourselves, and our 
institutions.

The growth and accelerating pace of scientific discovery 
has made the twenty- first century an exciting time to be a 
researcher. Large international teams are working on prob-
lems that were impossible to solve in the past, such as the 
annotation of the human genome, the search for dark mat-
ter, or the analysis of “big data” derived from social media. 
New fields of research are opening up at the intersection 
of traditional disciplines, such as nanobiology and neuro-
economics (Glimcher 2003; Nussinov and Alemán 2006). 
Researchers are generating knowledge that could funda-
mentally alter agriculture, energy production, environmen-
tal protection, communications, and many other aspects of 
human life. Our future on this planet will depend to a con-
siderable extent on the products of research.

Like the rest of society, the research enterprise has been 
undergoing momentous changes. Information technology is 
revolutionizing how research is done and how researchers 
interact with each other. Most researchers work not just on 
individual tasks but as parts of research teams that include 
people with many different backgrounds and perspectives 
and may be international in scope. Governments around 
the world, recognizing the critical role of research in im-
proving the well- being of their citizens, are increasing their 
support for science and engineering. As a result, millions 
more scientists and engineers are working today than was 
the case just two decades ago (NSB 2012).

The changes going on within research have created chal-
lenges. Team research can create conflict as well as oppor-
tunity. The rapid expansion of the research community may 
disrupt the transmission of traditions and ethical principles 
to new researchers. Increased competition for resources 
may intensify the pressures faced by researchers, including 
young investigators, to publish more papers and to publish 
in the most prestigious journals. Technology- enabled tools 
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such as blogs and social media increase the speed of sci-
entific communication but may also contribute to eroding 
collegiality or facilitate the spread of unreliable informa-
tion. Many researchers travel to countries where they may 
encounter different research practices than they are used to, 
or they may become involved in interdisciplinary research 
that is unlike research they have done before. The research 
landscape has become more diverse, more interconnected, 
faster paced, and more complex than ever.

Throughout the history of research, young and early 
career researchers have learned about standards of con-
duct by working with more experienced researchers. This 
process of learning by doing will continue to be essential 
in the training of future generations of researchers. How-
ever, new researchers can benefit from having a readily 
accessible and compact source of guidance— guidance that 
more- experienced researchers need to review and follow as 
well. All researchers can benefit from a better understand-
ing of changes in the research landscape and their possible 
impacts.

In 2008, the International Council for Science (ICSU) 
published a booklet providing guidance about the respon-
sibilities and freedom of researchers to maximize the ben-
efits of science for society. One year later, the educational 
guide On Being a Scientist: A Guide to Responsible Conduct in 
Research (NAS- NAE- IOM 2009) was published. In 2012, the 
InterAcademy Council (IAC) and IAP— The Global Network 
of Science Academies— published Responsible Conduct in the 
Global Research Enterprise: A Policy Report, which describes 
the values of research and how those values should guide 
the conduct of research. This 2012 report acknowledged that 
different disciplines and countries have varying research 
traditions and cultures. But it argued that the fundamen-
tal values of research transcend disciplinary or national 
boundaries and form the basis for principles of conduct that 
govern all research.
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The educational guide you are reading now is an adapta-
tion and expansion of the earlier policy report and was writ-
ten by the same committee. It includes much of the same 
content and in some cases even the same language; text 
from the recommendations of the report is printed in bold-
face type when it appears in this publication. However, this 
publication has a different goal than previous documents. 
It has been written as a practical guide to conduct in a re-
search environment that is being transformed by globaliza-
tion, interdisciplinary research projects, team science, and 
information technologies. It addresses both long- standing 
issues in the responsible conduct of research and emerg-
ing issues. It is aimed not only at new researchers but at 
more- experienced researchers and research administrators, 
funders, and policymakers, all of whom are caught up in 
the broad trends that are reshaping the research enterprise.

This guide provides an overview of which research behav-
iors are responsible and to be embraced and which are irre-
sponsible and to be avoided. It uses specific examples from a 
variety of areas to provide guidance relevant to researchers 
in all fields. The organization of the guide parallels the re-
search process. The even- numbered chapters follow the pro-
cess of research, from planning and preparing to undertake 
research (chapter 2) to carrying out research (chapter 4), to 
preventing and addressing irresponsible research practices 
(chapter 6), to reporting research results (chapter 8), to com-
municating with policymakers and the public (chapter 10). 
The odd- numbered chapters discuss broader issues associ-
ated with performing research: the researcher’s responsi-
bilities to try to prevent the misuse of research and related 
technology (chapter 3), the researcher’s responsibilities to 
society in planning and carrying out research (chapter 5), 
aligning incentives with responsible research (chapter 7), 
and the benefits and challenges of international collabora-
tion (chapter 9). The references and additional resources do 
not represent an exhaustive bibliographic source, but they 
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provide the reader with further material about the topics 
covered in each chapter.

Two types of boxes accompany the text. Focus boxes il-
lustrate the issues discussed in each chapter. Discussion 
scenarios describe hypothetical situations and related ques-
tions to foster debate.

A key premise of this project is that prevention is better 
than cure— that more and better efforts to educate and train 
researchers about the importance of adhering to high stan-
dards and good practices will speed the advance of knowl-
edge and increase the positive impacts of research. Many 
publications are available that describe responsible conduct 
in science. What sets this guide apart is its emphasis on in-
ternationally harmonized standards in a rapidly changing 
global research environment. Some of these standards are 
still in flux and are not yet universally observed. But every 
researcher has a responsibility to contribute to the develop-
ment and dissemination of these standards, just as every 
researcher has an obligation to maintain the integrity of re-
search. Societies around the world have placed their trust in 
scientific research to generate knowledge for its own sake 
and to understand and solve major problems. To maintain 
this trust, everyone involved with the research enterprise 
must help ensure that research is conducted responsibly.

Terminology and Definitions in This Guide

Research

This report treats research as encompassing many forms of 
disciplined human thought, including the natural sciences, 
the social and behavioral sciences, and the humanities. Re-
search thus includes the generation of new knowledge in 
fields traditionally recognized as the sciences, whether the-
oretical, experimental, or computational, and in other areas 
grounded in the rational analysis of empirical evidence.
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Irresponsible Conduct, Practices, or Behavior in Research

In this report, all unethical and harmful behaviors by re-
searchers that relate to the conduct of research are referred 
to as irresponsible research practices, behavior, or conduct. 
The report refers to ethical and desirable research- related 
behaviors as responsible research practices or responsible 
research conduct.

Misconduct and Fraud

Different countries define research misconduct and re-
search fraud to include serious categories of irresponsible 
research practices such as fabrication or falsification of data 
or plagiarism. Some countries include as misconduct or 
fraud such behaviors as obstructing an investigation into 
research misconduct or retaliating against a whistle- blower.

Bias

For the purposes of this report, a bias is a tendency or in-
clination on the part of a researcher or research group that 
introduces systematic error into the research process and 
damages the validity of the resulting work. Biases can affect 
research design, data collection and interpretation, or the 
reporting of results. While biases may be difficult or impos-
sible to eliminate completely, steps can be taken to identify 
and minimize the most serious potential sources of bias.

Conflict of Interest

A researcher is considered to have a conflict of interest 
when financial, personal, or other considerations have the 
potential to compromise judgment or objectivity. Research 
sponsors and research institutions often require researchers 
to disclose possible conflicts of interest and may institute 
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additional oversight procedures or restrict involvement of 
the conflicted researcher in the work.

Principal Investigator (PI)

This term refers to the senior researcher in a laboratory or 
research group. PIs are often the primary supervisors of 
graduate students and postdoctoral fellows and are respon-
sible for tasks such as submitting proposals and complying 
with research- related regulations.

Possible Ways of Using this Guide

This guide can be used in many different ways. It can be 
read by individuals, discussed in groups, or taught in semi-
nars or classes. It can form the basis for an online seminar 
or discussion involving larger or more- distributed groups. 
A research group or institution could use it to supplement 
existing codes of conduct. Or it could be used to develop a 
code of conduct for a specific research field or institution. 
It is short enough to cover in a single workshop or can be 
combined with other materials in a broader treatment of 
responsible research.

The committee has sought to keep the guide concise. A 
growing wealth of excellent materials on research integrity 
and scientific responsibility is available, and the “Refer-
ences and Additional Resources” sections at the end of each 
chapter provide the necessary information about accessing 
such materials.

The discussion scenarios in this guide have been de-
signed to foster examination of difficult questions. They do 
not have simple answers or easy solutions. One way to use 
these discussion scenarios would be to assign individuals 
or groups to present and defend contrasting viewpoints. 
Discussants could identify affected parties— whether in-
dividuals, institutions, research fields, or society— and the 
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interests each party has in the situation. They then could 
explore possible actions and the consequences of each ac-
tion. Discussants also could be encouraged to act out the 
roles of parties with conflicting interests to explore more 
deeply the tradeoffs and uncertainties associated with pos-
sible actions.



2
PLANNING AND PREPARING 

FOR RESEARCH

Developing research ideas and a research plan are among 
the most exciting parts of the research process. It is a pro-
cess that combines creativity, collaboration, judgment, and 
experience. It also involves the fundamental values of re-
search and the principles of responsible conduct derived 
from those values. Good mentors can be extremely valuable 
to younger researchers with less experience in planning 
research.



cHaPTer 210

Many issues of responsible conduct arise during the de-
velopment of research ideas and plans. The sources of re-
search ideas need to be acknowledged. Research proposals 
and plans are often peer reviewed before work begins. Inter-
disciplinary research is becoming more important, which 
has implications for peer review. This chapter describes is-
sues to consider in planning and preparing for research.

The Values of Research

Responsible conduct in research is based on fundamental 
human values that apply in many other domains of human 
life. But the basic values that underlie research have specific 
implications for the conduct of research. The application of 
those values in developing a research plan and in succes-
sive phases of research produces distinct principles that can 
guide the actions of researchers and often dictate particular 
practices, such as full and accurate reporting of research 
results.

This guide is based on seven fundamental values of 
research:

• Honesty
• Fairness
• Objectivity
• Reliability
• Skepticism
• Accountability
• Openness

The list draws on a number of other guidelines and reports 
on research integrity from recent years (3rd WCRI 2013; 
 AG- NHMRC- UA 2007; CAS 2007; CCA 2010; DFG 2013; ESF 
2010; ESF- ALLEA 2011; GBAU 2004; IAS 2005; ICB 2010; 
JANU- JAPU- FJPCUA- SCJ 2014; NAS- NAE- IOM 2009; NRC- 
IOM 2002; RIA 2010; SCJ 2006; Steneck 2007).
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In research, being honest implies doing research and 
communicating about results and their possible applica-
tions fully and without deception.

Being fair means treating others with respect and with-
out bias, whether in citing a colleague’s ideas in a paper 
or mentoring a student in the proper conduct of research. 
In research— as in life— scientists and scholars should treat 
others as they hope and expect to be treated in return.

Objectivity implies that researchers try to look beyond 
their own preconceptions and biases to the observation and 
registration of facts and to the empirical evidence that jus-
tifies conclusions. Researchers cannot totally eliminate the 
influence of their own perspectives from their work, but 
they can strive to be as objective as possible.

Research communities over many years have developed 
methods to enhance the reliability of the results they obtain, 
and researchers have an obligation to adhere to these meth-
ods or demonstrate that their alternative approach produces 
equally trustworthy results.

An allegiance to empirical evidence requires that re-
searchers maintain a degree of skepticism toward research 
results and conclusions so that results and explanations are 
continually reexamined and improved.

Researchers are accountable to other researchers, to the 
broader society, and to nature. If challenged, they cannot 
appeal to authority but must demonstrate that their results 
or statements can be justified.

Finally, researchers need to be open with others for re-
search to progress. All researchers deserve to work inde-
pendently as they balance the competing considerations of 
whether their hypotheses are supported or not. But they ul-
timately need to convey to others their conclusions and the 
evidence and reasoning on which their conclusions are based 
so that those conclusions can be examined and extended. 
For the empirical and experimental sciences, this requires 
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careful storage of data and making the data and other infor-
mation underlying reported results publicly available.

The primacy of these seven values explains why trust 
is a fundamental characteristic of the research enterprise. 
Researchers expect that their colleagues will act in accord 
with these values. While there are examples of situations 
in which applying research values is not straightforward— 
such as in psychological research that may involve decep-
tion of research subjects during an experiment— these cases 
are highly unusual, and deviations need to be reported in 
full. When a researcher fails to adhere to one of the val-
ues of research, that person’s trustworthiness is diminished 
among other researchers. In addition, the public’s trust in 
research can be damaged, with harmful effects on the entire 
research community.

The Importance of Mentoring

For most young and early career researchers, mentors will 
be fundamental sources of advice and guidance in develop-
ing a research plan as well as in other areas. Indeed, the 
most valuable lessons a researcher learns are more likely 
to come from mentors or peers than from textbooks. A fac-
ulty advisor or supervisor can serve as a mentor, but strong 
mentoring generally implies a closer and more personal 
connection. Mentors help their trainees and students un-
derstand and contribute to the scientific enterprise. These 
trainees and students may, in turn, carry on aspects of a 
mentor’s work. As one report states, “a good mentor seeks to 
help a student optimize an educational experience, to assist 
the student’s socialization into a disciplinary culture, and 
to help the student find suitable employment. These obliga-
tions can extend well beyond formal schooling and continue 
into or through the student’s career” (NAS- NAE- IOM 1997).

Mentors have a special responsibility to help new re-
searchers master the ethical dimensions of research. While 
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guides like this one can describe the general values and 
principles on which research is based, the application of 
those values and principles can vary by discipline and re-
search tradition. Mentors can explain how specific practices 
reflect and reinforce the responsible conduct of research 
and ensure that this understanding is passed from one 
generation of researchers to the next. Transmitting values 
and practices to international students and postdocs can in-
volve special challenges, such as overcoming language and 
cultural barriers. Given the growing importance of cross- 
border education and research, senior researchers and insti-
tutions need to ensure that all members of the team and all 
coauthors of resulting papers understand research values 
and their practical application.

Because mentoring is a one- to- one relationship, the 
quality of mentoring can vary among trainees or students. 
A possible consequence is that some fraction of young re-
searchers will not be as effectively trained as they should 
be, and in some cases conflict might arise (see box 2- 1). A 
recent report from the Global Young Academy revealed that 
young scientists from across the globe agree that the lack 
of proper mentoring can be a critical obstacle to achieving 
success in their careers (Friesenhahn and Beaudry 2014). 
A good mentor should provide career guidance, exchange 
ideas, discuss results, enhance networking, and promote a 
healthy balance between personal and professional inter-
ests. They are role models and linchpins in maintaining and 
fostering responsible conduct in the research environment.

All members of the research system need to take steps 
to ensure that every new researcher receives effective men-
toring. Research institutions have special responsibilities. 
Faculty members at research institutions are rewarded 
primarily for their publication record and other aspects of 
performance unrelated to mentoring. Mentoring related to 
responsible conduct may be seen by some faculty as an “un-
funded mandate.” To provide stronger incentives for faculty 
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members to be more effective mentors, institutions should 
consider mentorship during hiring and promotion pro-
cesses and should perhaps develop more direct financial re-
wards for mentors. Some institutions are exploring new ap-
proaches to facilitating effective mentorship for all graduate 
students, such as training for mentors and supplementary 
career development programs (NRMN 2015). Ultimately, 
institutions have the responsibility to ensure that students 
and postdoctoral fellows are aware of their rights as well as 
the rules and practices governing research.

Box 2- 1. Discussion Scenario:  
An Inattentive Supervisor

You are a doctoral student in ecology and evolutionary biol-
ogy. You have been working on a grant proposal to spend 
three weeks in Panama doing fieldwork. If funded, you will 
be able to collect some key samples to complete the last chap-
ter of your PhD dissertation. Your supervisor was appointed 
chair of the department last year, and since then you have 
been struggling to meet with her and discuss your progres-
sion. The grant proposal is due in less than a week, and al-
though your supervisor has had the draft for a month, you 
still have not heard back from her.

You have been feeling uneasy during the last year because 
your supervisor has been contacting you at the last minute, 
canceling meetings, or not answering emails. You really want 
to avoid being in that position again. In addition, you would 
like to request more time and support from her in the last 
stages of your research project.

What can you do to get your grant proposal reviewed 
on time? How should you approach your supervisor to talk 
about your discomfort? What practices should the depart-
ment promote to prevent these conflicts?
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Broader efforts to encourage effective mentoring can 
also have a positive impact. For example, the journal Nature 
has instituted an annual program of prizes for mentorship 
in science. In addition, as part of its scholarship program 
for doctoral students in mathematics, physics, chemistry, 
computer science, and engineering, the Deutsche Telekom 
Foundation supports mentorship for scholarship recipients 
(National Pact for Women in MINT Careers 2013).

Formulating, Acknowledging, and Protecting 
Research Ideas

Producing a research plan requires thought and discussion. 
Drawing on their accumulated knowledge and personal cre-
ativity, researchers sift through what is known in deciding 
what to do next. Some ideas arrive in a flash of inspiration; 
Einstein believed that “imagination is more important than 
knowledge” (Viereck 1929). Other ideas are slowly ham-
mered out through discussion and revision. But the result is 
a valuable product of the research community— a question 
that calls out to be answered.

One aspect of excellent research is the importance of 
the questions addressed. Researchers and research teams 
should ask whether their planned research will make a sig-
nificant contribution to advancing knowledge. Judgments 
about the value and importance of research questions will 
depend on the time and the field. Both revolutionary and 
incremental science are valuable and necessary.

The source of a research plan is often not clear in ret-
rospect. But ideas are the lifeblood of research, and people 
expect and deserve to be acknowledged for their contri-
butions to a research plan (see box 2- 2). Also, researchers 
receive recognition for their contributions to the collective 
work of the research community, and this reward system is 
a powerful and useful motivating force in research. Thus, 
researchers have a responsibility to acknowledge the 
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source of ideas and provide credit when using others’ 
ideas.

Before research ideas are discussed in public, they gen-
erally remain privileged as researchers, individually and 
collectively, work out the difficult problems associated with 
gaining reliable knowledge. Sometimes this phase of the re-
search process can involve a delicate balancing act. Ideas get 
better when they are discussed with others. But ideas can be 
difficult to protect if they are discussed widely, especially as 
electronic communications continue to facilitate the flow of 
information. Until a research idea is publicly and ethi-
cally disseminated, researchers have an obligation to 

Box 2- 2. Discussion Scenario: 
Preventing Plagiarism

You are a postdoctoral fellow in a research group. A fellow 
postdoc who is relatively new to the group and whose native 
language is different than the one used in the lab is prepar-
ing a funding proposal with the PI for a government agency 
and comes to you for help with a draft. In the course of the 
conversation, you find out that the PI has given the postdoc 
several previously submitted proposals from the lab to use 
as examples but has not given clear guidance on how to use 
them. The postdoc’s draft proposal contains original text de-
scribing the research to be performed, which requires some 
editing. The draft also contains several large blocks of text 
that were simply copied and pasted from the example propos-
als. The agency’s submission deadline is coming up quickly 
and you are preparing your own proposal for funding.

Do you consider this conduct plagiarism? What would 
you tell the other postdoc? What steps should the principal 
investigator take to ensure that students and postdocs are fa-
miliar with appropriate practices when using previous work?
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protect privileged information about planned or pro-
posed research.

Peer Review of Research Proposals

Before resources are committed to proposed research, a writ-
ten proposal typically is evaluated by other researchers and 
research managers. In private industry, this evaluation gen-
erally occurs within a company or within an industrial con-
sortium. For academic or government research, peer review— 
also known as merit review— is the method most often used 
to judge ideas. It involves the evaluation of a research pro-
posal by qualified professionals, such as researchers working 
on questions closely related to those addressed by the pro-
posal. For example, a funding agency may set up a review 
panel of experts in order to evaluate proposals responding 
to a specific solicitation or request for proposals. Review of 
research proposals is an essential component of the re-
search enterprise and a basic obligation of researchers 
(see chapter 8 for further discussion of peer review).

Peer review can determine the allocation of many types 
of resources besides research funding, including prizes, em-
ployment, promotion, or the use of equipment or facilities. 
Alternatives to the peer review of proposals exist and in 
some cases are widely used. For example, program manag-
ers may be tasked with allocating funding. Other alterna-
tives, such as supporting investigators rather than projects 
or funding research teams to achieve particular goals, may 
still involve expert review at some stage.

While peer review is an important tool for scientific 
decision- making, it has limitations. Research proposals and 
the review process often undervalue a critical characteristic 
of proposed research— the uncertainties that are likely to 
accompany the knowledge that will be generated. Investi-
gators need to be honest about both the anticipated benefits 
of proposed research— generally expressed as a justification 
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for funding the proposal in terms of the funder’s review 
criteria— and the inevitable limits of that research. When 
this information is not included in a research proposal, 
funders and reviewers should make an effort to obtain it. 
A more complete picture of the research to be done contrib-
utes to better funding decisions and to more realistic expec-
tations of the value of research results.

Peer review can be abused by both researchers and re-
viewers. When researchers ask multiple funders to support 
a project, they have a duty to notify these funders, since 
failure to do so is deceptive and could put a strain on the 
resources available for reviewing. Researchers submitting 
proposals may give too little credit to others or even plagia-
rize in a misguided effort to boost their own credentials or 
because they do not understand or ignore the conventions 
for providing credit. Proposed research may not adhere to 
regulatory norms in such areas as research involving hu-
mans, animals, or the environment (discussed in chapter 
5). Reviewers may inappropriately use language or ideas 
from the proposals they review in their own work, or they 
may allow conflicts of interest to influence their recommen-
dations. Researchers and reviewers need to be diligent in 
adhering to correct practices. In addition, all members in 
a research team should be aware of appropriate scientific 
writing practices in order to avoid plagiarism, such as using 
quotation marks to enclose verbatim text taken from source 
material and providing citations for material that is para-
phrased or summarized (Roig 2006).

Review tends to be a conservative process and may be 
subject to bias (Johnson 2008). The use of specific, well- 
defined measures and multiple dimensions of quality can 
help overcome biases. But individual reviewers also have 
an obligation to reflect on biases they may have and seek 
to minimize their effects. Providing a list of excluded ref-
erees, as allowed by the Physical Review Letters, can help 
to unmask or avoid conflicts of interest (PRL 2014). When 
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someone asked to review a research proposal has a 
conflict of interest or bias that could be seen as influ-
encing the review, that person has an obligation to de-
scribe the conflict of interest or bias to the individuals 
or organization requesting the review and may need to 
withdraw from the process.

Interdisciplinary and International Research

Although most research is organized according to disci-
pline or field, the history of science is replete with examples 
of unexpected advances occurring as a result of knowledge 
generated in unrelated areas. For example, discovery of the 
magnetic properties of atoms by nuclear physicists in the 
1940s and 1950s contributed significantly to the develop-
ment of magnetic imaging for medical applications several 
decades later (KVA 2012). This cross- fertilization of fields 
poses a challenge to narrowly based forms of peer review.

The recent growth of interdisciplinary, international, 
and data- intensive research has also complicated the peer 
review of research proposals. Interdisciplinary proposals 
can range beyond the expertise of any one individual. In 
these cases, review panels should include people from dif-
ferent disciplines so that the group as a whole has a working 
knowledge of the disciplines encompassed by a proposal. 
Alternatively, a proposal may be reviewed by more than one 
disciplinary group, though the separate reviews then need 
to be combined in some way to yield an overall assessment.

Researchers with different perspectives and backgrounds 
can strengthen the review process (see box 2- 3). Thus, re-
view panels that include researchers from different disci-
plines and different countries can improve the allocation 
of resources, despite the complications this diversity may 
entail. International research agencies tend to use review-
ers from different countries to overcome local differences. 
In some countries, the number of individuals within a 
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discipline who are qualified to review a proposal may be 
small, requiring the use of international reviewers. Where 
possible, research sponsors should use a broad range 
of reviewers, including international reviewers.

In some cases, the list of reviewers for proposed research 
is expanded beyond researchers familiar with the proposed 
work to include researchers in distantly related fields and 
individuals not involved in research. This form of review 
can introduce a wider range of considerations into funding 
decisions than a more narrowly focused review and is es-
pecially useful for research with a direct impact on society.

Box 2- 3. Focus: International Reviewers 
and Research Proposals

As the advantages of peer review in funding decisions have 
become more widely recognized, the use of international re-
viewers for national solicitations has increased. For example, 
DFG (Deutsche Forschungsgemeinschaft, or the German 
Research Foundation) reported that 22 percent of reviewers 
consulted in 2007 were based outside Germany (Van Noorden 
2009). An Irish official has reported that the systematic use of 
international review panels, often with nonvoting Irish chairs 
to ensure that correct procedures are followed, has helped 
upgrade Irish research (O’Carroll 2009). In 2009, the Italian 
government, which has traditionally funded biomedical re-
search through appropriations to institutions, outsourced the 
review of one thousand proposals to the U.S. National Insti-
tutes of Health (Van Noorden 2009). These practices, which 
are increasingly common, can make the review process more 
transparent and less prone to bias.



3
PREVENTING THE MISUSE OF 

RESEARCH AND TECHNOLOGY

Predicting the future course and consequences of research can 
be difficult or impossible. The development of nuclear weap-
ons grew directly from fundamental research into the proper-
ties of subatomic particles. The technology known as genetic 
engineering emerged from research into antibiotic and virus 
resistance. History has demonstrated that the unfettered 
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pursuit of new knowledge has many benefits that cannot be 
anticipated at the time the research was done. Never theless, 
research in some areas poses risks, and these risks need to be 
anticipated and minimized to the extent possible in the plan-
ning, performance, and dissemination of research.

The difficulty of predicting the future course and ap-
plications of research does not absolve researchers of the 
responsibility for participating in venues to explore these 
issues. Researchers need to participate in discussions 
about the possible consequences of their work, in-
cluding harmful consequences, in planning research 
projects. As the ones who design and carry out research, 
researchers can provide information on the nature and pur-
pose of research that is not available in any other way. So-
ciety funds research with the expectation that new knowl-
edge will deliver benefits to health, the environment, and 
overall well- being. It expects researchers to do what they 
can, within their roles as researchers, to see that the prom-
ise of research is realized.

Development of Guidelines

Researchers are responsible for participating in the creation 
of institutions and practices to address the possible risks 
of existing and emerging technologies. The Asilomar Con-
ference on Recombinant DNA is an example of research-
ers exercising this responsibility. One of the most notable 
advances in the life sciences in the past half century was 
the development during the 1970s of techniques for combin-
ing genetic material from different organisms. As this work 
was progressing, some leaders in the field warned of possi-
ble hazards from this line of experimentation. One concern, 
for example, was that bacteria incorporating genes from 
tumor- causing viruses might be dangerous to researchers 
working with these materials or to the broader public if re-
leased into the environment.
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In response to these concerns, biologists held a four- day 
conference at Asilomar, California, in February 1975. The 
conference was able to generate substantial consensus on 
how to proceed to ensure the safety of various types of ex-
periments, the experiments that should be deferred until 
more was known, and the priorities for steps to be taken 
by individual scientists, institutions, and national govern-
ing bodies to ensure safety in the future. Over the next 
several years, in cooperation with funding agencies and re-
search institutions, the life sciences’ research community 
took the lead in developing safety protocols for handling 
and sharing possibly dangerous materials, methodologies 
for assessing risk, and other practices and institutions that 
have proven to be highly effective and robust in protecting 
researchers and the public.

The Asilomar conference is an excellent example of ac-
tion that benefits both the advance of knowledge and the 
public interest. Some research should not be performed be-
cause its limited expected rewards are not commensurate 
with its high risks. However, the development of guidelines 
to prevent or restrict research that can potentially harm so-
ciety is still controversial within the scientific community. 
New challenges that cannot be predicted will continue to 
emerge with new advances. This is illustrated by the debate 
over whether research using new technologies that allow 
genetic editing of human embryos should be restricted or 
governed by new guidelines (Cyranoski and Reardon 2015).

Dual- Use Technologies

The term dual use traditionally described research- based 
technologies that have both peaceful and military uses. 
During the twentieth century, advances in nuclear physics, 
biology, and chemistry enabled the development of weapons 
capable of inflicting casualties on a massive scale. Through 
conventions such as the Nuclear Non- Proliferation Treaty 
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(NPT), the Biological and Toxin Weapons Convention 
(BTWC), and the Chemical Weapons Convention (CWC), 
the international community has sought to eliminate or 
constrain the use and spread of such weapons of mass de-
struction.1 While the BTWC and CWC ban development ac-
tivities aimed at producing weapons, these conventions do 
not directly restrict research.

In recent years, particular concern has focused on the 
potential for research in the life sciences and biotechnol-
ogy to be used for harmful purposes. Knowledge, tools, and 
techniques developed in the life sciences have the poten-
tial to be misused for terrorism or to create new biological 
weapons (see figure 3- 1). Also, in contrast to the develop-
ment and manufacture of nuclear weapons, which requires 
an extensive human, physical, and technological infra-
structure, some bioterrorism agents can be created by small 
groups or even individuals with the right training and ac-
cess to certain facilities and materials. An example of such 
misuse is Aum Shinrikyo, the group that carried out a sarin 
gas attack on the Tokyo subway system in 1995 that killed 
thirteen and injured many more and that also experimented 
with bioterrorism agents. The 2001 anthrax mailings that 
killed five in the United States is another example of misuse. 
A U.S. biodefense researcher with access to advanced facili-
ties was identified by the U.S. Federal Bureau of Investiga-
tion as the perpetrator after he had committed suicide, but 
some questions and uncertainties about the case and the 
FBI’s conclusions remain (NRC 2011a).

1 These are formally known as the Treaty on the Non- Proliferation of 
Nuclear Weapons (NPT) (www.un.org/disarmament/WMD/Nuclear/NPT 
.shtml); the Convention on the Prohibition of the Development, Produc-
tion and Stockpiling of Bacteriological (Biological) and Toxin Weapons 
and on their Destruction (www.unog.ch/bwc); and the Convention on 
the Prohibition of the Development, Production, Stockpiling and Use of 
Chemical Weapons and on their Destruction (www.opcw.org/chemical 
-weapons-convention/).
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The Statement on Biosecurity from the IAP (2005) states 
that “scientists have an obligation to do no harm” and 
“should be aware of, disseminate information about, and 
teach national and international laws and regulations, as 
well as policies and principles, aimed at preventing the 
misuse of biological research.” It also states that “scientists 
who become aware of activities that violate the Biological 
and Toxin Weapons Convention or international customary 
law should raise their concerns with appropriate people, 
authorities, and agencies.” Governments, scientific associa-
tions, and research organizations around the world have 
created institutions, legal frameworks, and codes of conduct 
to prevent misuse of research results while ensuring contin-
ued scientific progress. For example, the Royal Netherlands 
Academy of Arts and Sciences (KNAW 2008) developed a 
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Synthetic chemistry skills

Molecular biology skills

Genomics and proteomics

High throughput sequencing and 
synthesis

Bioinformatics

Bioreactors

Large-scale purification

Synthetic biology
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Drugs, medicines
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Figure 3- 1. A hierarchy of increasingly advanced life sciences techniques 
(central pyramid) can be either used for the public good (left column) or 
misused to harm (right column).
Source: Flower 2011; NRC 2011c.
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Code of Conduct for Biosecurity that describes the re-
sponsibilities of individual researchers, research institu-
tions, journal editors, and others. A comparable document 
is being prepared at the Indonesian Academy of Sciences 
with assistance from the Netherlands. The Science Council 
of Japan endorsed including dual- use issues in its code of 
conduct for scientists in January 2013 (SCJ 2013), and the 
U.S. government has developed a policy for the oversight of 
dual- use research of concern in the life sciences in response 
to the 2012 controversy over studies of the transmissibility 
of the H5N1 influenza virus (USG 2012, 2014).

Discussion of issues associated with research on dual–
use technologies need to be incorporated in the early stages 
of a researcher’s training (NRC 2011b), and educational re-
sources focused on fostering responsible behavior are avail-
able (see box 3- 1). One example is an effort carried out by the 
National Research Council to develop effective methods for 
teaching about dual use technologies in developing coun-
tries. A series of workshops have been held that involve in-
teraction with experts as well as the use of case studies and 
role playing (NRC 2013).

Box 3- 1. Focus: Examples of Educational Resources

Federation of American Scientists (USA), Case Stud-
ies in Dual Use Biological Research

Includes background materials, interviews with re-
searchers and primary scientific papers, and discussion 
questions (in English, French, and Chinese)
(Available at: http://www.fas.org/biosecurity/education 
/dualuse/index.html)
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International Union of Pure and Applied Chemistry, 
Multiple Uses of Chemicals

Resource materials to help teachers and students 
under stand the multiple uses of chemicals, learn about 
the Chemical Weapons Convention, and develop codes 
of conduct to prevent harmful uses (slides in English, 
four background papers available in Arabic, Chinese, 
English, French, Russian, and Spanish)
(Available at: http://multiple.kcvs.ca/)

University of Bradford (United Kingdom), National 
Defense Medical College (Japan), Landau Network 
Centro Volta (Italy), Education Module Resources 
(EMR)

Twenty- one lectures, with accompanying notes for 
the lecturer and direct links to references and videos; 
can be tailored for individual and more limited uses 
(in English, Japanese, Russian, Spanish, French, Urdu, 
Romanian- Moldovan, Georgian, and Polish)
(Available at: http://www.brad.ac.uk/bioethics 
/educationalmoduleresource/)

University of Bradford (United Kingdom), National 
Series.

Designed to help facilitate the immediate introduc-
tion of dual use biosecurity education into the higher 
education and professional science sectors of partner 
countries, in part by developing country- specific edu-
cational material and teaching guidelines; as of late 
2013, a five- lecture set with accompanying teaching 
materials was available for twenty countries
(Available at: http://www.brad.ac.uk/bioethics/national 
series/)
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Preventing the misuse of life sciences research will con-
tinue to challenge researchers and the broader research en-
terprise. The increasing convergence of chemistry and life 
sciences, as well as the involvement of the physical sciences 
and engineering in fields such as synthetic biology, mean 
that these challenges extend well beyond biology. Tensions 
exist, for example, between traditions of open publication 
and sharing of scientific results and proposals for restric-
tions or government oversight in response to security con-
cerns (see box 3- 2).

U.S. National Academy of Sciences/National Re-
search Council (United States), Developing Capaci-
ties for Teaching Responsible Science in the MENA 
Region: Refashioning Scientific Dialogue.

Reports on education institutes designed to create net-
works of faculty able to teach about dual use issues in 
a broader framework of responsible conduct and using 
the most advanced teaching methods focused on active 
learning
(Available at: http://www.nap.edu/catalog.php?record 
_id=18356)

Box 3- 2. Focus: Gain- of- Function Experiments

In 2012, Science and Nature published research on how a 
deadly strain of influenza virus could be modified so that it 
could be transmitted by air to ferrets (Herfst et al. 2012; Imai et 
al. 2012). These so- called gain- of- function (GOF) experiments 
involve the modification of infectious agents to enhance 
their pathogenicity, transmissibility, or host range. Observers 
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raised concerns that the publication of the papers could en-
able malevolent misuse. Others argued that advancing such 
knowledge would be essential for understanding and combat-
ing future flu pandemics. Although these particular papers 
were eventually published, the broader tension remained (Im-
periale and Casadevall 2014).

During the summer of 2014, two incidents involving in-
appropriately handled infectious agents at the U.S. Centers 
for Disease Control and Prevention served to intensify this 
debate. The White House Office of Science and Technology 
Policy (OSTP) and the U.S. Department of Health and Human 
Services announced the launch of a detailed review of GOF 
studies (OSTP 2014) and imposed a pause in new funding for 
this type of research while a new policy was developed.

The ongoing debate over where and how to strike the bal-
ance between the benefits and risks in GOF research is likely 
to continue within the microbiology community, including 
researchers, research institutions, research sponsors, and 
journals. For example, how can the risks of research be more 
thoroughly examined at the proposal stage as opposed to the 
publication stage? The questions and issues extend beyond 
GOF studies to other research on deadly agents. For example, 
in 2013 U.S. scientists discovered a new strain of botulinum 
toxin related to previous strains that have been used in biolog-
ical weapons and are covered by both the BTWC and CWC. 
Because of the potential security risks and because no treat-
ment for the new strain was available, the Journal of Infec-
tious Diseases agreed to publish reports of the discovery but 
withheld the genetic sequence while an antidote was being 
sought (Barash and Arnon 2013). An accompanying commen-
tary discussed the ethical issues associated with the decision 
to withhold some of the data (Relman 2013), an approach that 
has been recommended for controversial dual use cases.





4
CARRYING OUT RESEARCH

Research can take an endless variety of forms. It can involve 
collecting data with large instruments, theoretical inquiry, 
conducting surveys of human populations, imaginative 
brainstorming, creating numerical models, close study of 
texts or human artifacts, and many other activities. Finding 
a common thread across such diverse activities can be dif-
ficult. But an important observation is that research is both 
an individual and a social undertaking. Researchers must 
convince not only themselves but also their colleagues that 
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their conclusions are reliable and valid. To do so, they must 
present the evidence and the reasoning behind their conclu-
sions to others so that their contributions become part of 
the accepted body of communal knowledge.

Data Collection and Analysis

The forms of data used in research are as varied as research 
itself. Data can include text, numerical information, images, 
or video and audio recordings. They can be derived from 
observations of phenomena or objects, from experiments, or 
from computer simulations. They can be generated specifi-
cally for research or gathered from other sources. They can 
be continuous, discrete, or summarized in metadata. Given 
the primacy of data in research, researchers have an 
obligation to keep clear, accurate, and secure records 
of their research data and of corresponding primary 
material so that their work can be verified or repli-
cated by others. Data are stored in many different forms, 
from notes on paper to recordings on magnetic tape to 
digital media. Research groups and institutions often have 
policies and procedures for protecting the integrity of data. 
Fields of research may also have unwritten procedures and 
professional standards that are passed from one generation 
of researchers to the next through example and mentoring. 
Many groups within the research enterprise are involved 
in the collection, processing, storage, and dissemination of 
data, but researchers bear the ultimate responsibility for 
ensuring the integrity of research data they generated or 
whose generation they supervised (see box 4- 1).

Data typically undergo successive rounds of analysis and 
processing over the course of a research project. When data 
are processed, techniques used in that processing, includ-
ing the computer code used to do that processing, become 
crucial to a full understanding of the data. It may even be 
necessary to provide others, including peer reviewers, with 
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a thorough representation or copy of the devices used to do 
the processing for others to understand and replicate how 
data were processed. Indeed, many journals stipulate that 
referees or editors can require this level of access as part of 
the decision- making process.

Data need to be retained for sufficient periods to verify 
research results. For example, research sponsors may re-
quire institutions to keep data for a certain period of time 
as a condition of a contract or grant. Rights and responsi-
bilities related to research data vary considerably according 
to the laws of individual countries.

Rapid and pervasive advances in information technol-
ogies are changing both the pace of research and how it 
is done. Digital data have become critically important in 
many fields, with significant implications for the research 
enterprise.

Data Sharing and Openness in Research

Research is built on openness. By making their conclusions 
and the evidence on which those conclusions are based 
public, researchers allow others to verify and build on their 
results. Researchers are expected to share their data 
with others, including, where feasible, the research 
materials and software that enable them to draw their 
conclusions. Providing access to data, algorithms, and 
software is important in areas of research where results 
cannot be duplicated, such as research on natural phenom-
ena and simulations involving random processes. In the life 
sciences, providing access to research materials covers such 
materials as reagents, plant germplasm, cell lines, model or-
ganisms, and the means to rederive these materials (NRC 
2003). Researchers who fail to meet these expectations place 
their reputations at risk (see box 4- 1).

It may not always be possible to share all the data gen-
erated in research. Research results that contribute to a 
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commercial product may need to be kept private while the 
product is being developed or until a patent can be prepared 
(although much research conducted by the private sector 
could be made publicly available without the loss of com-
mercial advantage). Some types of personally identifiable 
information collected in the course of research are sensi-
tive and need to remain private to prevent harmful uses of 
that information. Confidentiality is mandatory for individ-
uals’ medical data. Some data cannot be openly published 
because of national security concerns. In cases where re-
searchers cannot release the data justifying their conclu-
sions, they should be prepared to explain why data are not 
being released, and journals may require the provision of 
such explanations as a condition of publication.

If data cannot be released publicly, researchers may need 
to seek other ways of submitting their results to the judg-
ment of peers. In industry or in military research, for exam-
ple, other researchers and research managers may be able to 
review data that cannot be publicly released.

In some fields, researchers may temporarily be given 
exclusive access to a dataset as an incentive for gathering 
those data. Such provisions typically are negotiated within 
a discipline or interdisciplinary field to balance the benefits 
of openness with the harms caused by limiting the spread 
of information. This period of exclusive access should be as 
short as possible to enable subsequent verification and ex-
tension of results.

A primary benefit of making data, code, and other in-
formation underlying results accessible is that other re-
searchers can try to duplicate the work. Data availability 
allows honest errors to be uncovered more quickly. In ad-
dition, the expectation or requirement that data will be 
shared can serve as a deterrent to fabrication or falsification 
in some fields. Finally, transparency in the area of data and 
analysis can help to discourage irresponsible practices that 
fall short of fabrication or falsification.
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Reproducibility is one of the cornerstones of the scien-
tific method. The problem of irreproducibility of research 
results is attracting increased attention in the scientific and 
general press (Economist 2013; Prinz et al. 2011). A 2013 ar-
ticle reported that most landmark preclinical cancer studies 
are not replicable and suggests several areas of focus for im-
proving reproducibility, such as repetition of basic experi-
ments, presentation of all results, and care to ensure that 
statistical tests are appropriate (Begley 2013). Just because a 
result is not reproducible does not mean that irresponsible 
behavior has occurred. Pinpointing the causes of irrepro-
ducibility in research and developing ways to foster repro-
ducible research are long- term tasks for all participants in 
the global research enterprise, including research institu-
tions, journals, and funding agencies (Nature 2013).

Researchers are taking on problems that they have not 
been able to address before, including difficult societal prob-
lems, and are making data available to other researchers 
and to the public. Individuals and research groups generate 
large databases that unrelated investigators may find rel-
evant to their research. A key organization working to im-
prove the quality and accessibility of data at a global level 
is the Committee on Data for Science and Technology of the 
International Council for Science (CODATA 2013). Global 
data efforts are being undertaken at the disciplinary level as 
well. For example, the Global Earth Observation System of 
Systems (GEOSS) being built by a coalition of governments 
and international organizations is designed to improve ac-
cess to earth observations data to help protect against nat-
ural disasters, respond to climate change, and serve other 
needs (2013).

New technologies also are enabling researchers to make 
use of data in ways not possible before. For example, analysis 
of immense databases can reveal unexpected relationships 
that provide insight into causal relationships. Researchers 
now can post large databases online, widely disseminate 
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research results online, and participate in widely available 
public forums outside the traditional peer- reviewed litera-
ture. Research fields may need to develop new methods of 
reviewing results and arriving at consensus to deal with 
such changes.

A new approach to research enabled by information 
technologies extends the openness of small research groups 
to much broader communities. By posting a problem in 
an open electronic forum and inviting contributions from 
anyone who wants to work on the problem, many different 
perspectives can be brought to bear on a problem. This ap-
proach raises several interesting questions, such as how and 
whether individual researchers should gain credit for their 
contributions to solving a problem and how the resulting 
research should be published.

Making data, code, and other information available in a 
way that they can be used by others can be time consum-
ing and resource intensive (Molloy 2011). Researchers who 
are not required to share data by funder, journal, or institu-
tional mandates (see the following) may be reluctant to pro-
vide access to unique data. Lowering barriers to data shar-
ing is an important task for all stakeholders in the global 
research enterprise.

Active curation and preservation of data often are neces-
sary to ensure that the full value of data is realized, even 
the unanticipated value. Some fields of research have well- 
developed procedures for determining how best to preserve 
data and institutions to carry out preservation, but others 
do not. Funding agencies such as the National Institutes of 
Health in the United States and the Wellcome Trust in the 
United Kingdom have mandated the public deposition of all 
data generated during the funded research (Van Noorden 
2014a). In addition, journals such as PLoS are promoting open 
access to the data underlying papers they publish. Given that 
curation and preservation involve long- term costs, discus-
sions are under way at the global and national levels among 
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research institutions, sponsors, journals, and others over 
how to accomplish preservation and how to pay for it.

Differences in research methods also can create compli-
cations in interdisciplinary collaborations. Agreement on 
accepted methods before an interdisciplinary project starts 
can help prevent later difficulties.

Fostering Broad Participation in Research

Openness in research implies a willingness to consider 
multiple contributions to research. A successful research 
system embraces and encourages the contributions of 
groups that are underrepresented in particular fields, in-
cluding women, underrepresented ethnicities, and people 
with disabilities. Multiple perspectives can speed and 
broaden research, and the members of all groups can make 
vital contributions to human knowledge. Research com-
munities in individual countries and internationally have 
been emphasizing the need to increase the participation 
of women and other underrepresented groups in science 
and technology fields (IAC 2006; NRC 2011). Efforts are 
motivated both by the moral imperative that occupations 
within society should be open to all, as well as by the prac-
tical understanding that a larger potential pool of skilled 
scientists, engineers, and medical professionals is needed 
to strengthen discovery, innovation, and health around 
the world (box 4- 1). As specific examples, women who 
have had an enormous impact historically and whose con-
tributions underlie modern science include Marie Curie 
(physics and chemistry), Lise Meitner (physics), Barbara 
McClintock (biology), Dorothy Hodgkin (biochemistry), 
Rosalind Franklin (biophysics), and Anne McLaren (devel-
opmental biology).

Indigenous and traditional knowledge systems should 
be respected for their potential contributions to human un-
derstanding and well- being. For example, local populations 
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have irreplaceable information about the local biota and en-
vironment, and many pressing social problems cannot be 
solved without incorporating information from businesses, 
farmers, community partnerships, and other local sources 
(Nyong et al. 2007). This indigenous knowledge should be 
subjected to the same rigorous testing as other scientific 
hypotheses, but researchers cannot assume that only one 
pathway leads to knowledge.

Sometimes research results lead in unexpected direc-
tions and overturn existing worldviews. Researchers should 
welcome new results despite their potential to affect exist-
ing research programs. At the same time, novelty is greatly 
valued in research, creating incentives to trumpet new re-
sults as novel without justification. Successfully balancing 
the desire for novelty against the cumulative weight of past 
research is one measure of a good researcher.

Box 4- 1. Discussion Scenario: Inclusion

You are a graduate student at a large research university. You 
learn from the principal investigator of your research group 
that a new graduate student will be joining the group, and 
that this student is a member of an ethnic group in your coun-
try that is underrepresented in research. Moreover, the new 
student has less training than other members of the group, 
and the PI asks the group for their help in getting him up to 
speed. In a later conversation where the principal investigator 
is not present, several members of the group disparage the 
new student’s ethnicity and express doubts about his ability 
to contribute.

How would you react? Would you confront those who are 
making disparaging remarks? Would you speak with the prin-
cipal investigator? How would you behave toward the student 
when he joins the group?
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The methods and conclusions of research apply to the 
entire intellectual world, and scientists and scholars from 
throughout the world can and should participate in this 
universal activity. Those who argue that the values of sci-
ence are the product of a particular cultural, religious, or 
geographic perspective deny this universality.

Actions that Damage the Research Enterprise

Irresponsible practices in the conduct of research can take 
many forms and can occur throughout the research process. 
Among the most egregious are those that violate the trust 
underlying research by introducing fraudulent results into 
science or scholarship or by stealing ideas. These acts in-
clude fabrication, which is making up results and recording 
them as if they were real; falsification, which is manipulat-
ing research processes or changing or omitting data; and 
plagiarism, which is appropriating another person’s mate-
rial (including ideas, research results, or words) without 
giving proper credit. Researchers have an obligation to 
themselves, their colleagues, and society to avoid the 
egregious transgressions of scientific values, includ-
ing falsification, fabrication, and plagiarism and other 
forms of irresponsible conduct that can undermine 
the research enterprise.

Irresponsible research behavior can include what may 
seem like minor transgressions. For example, research-
ers might discard outlying data from experimental results 
under the assumption that something must have gone 
wrong with the experiment to produce the outliers. They 
may alter images in such a way as to emphasize some as-
pects of the image and deemphasize others (box 4- 2). How-
ever, such actions violate researchers’ fundamental obliga-
tion to produce reliable and objective results. Figures that 
do not represent the actual data obtained in the lab, for ex-
ample, can lead other researchers astray.
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Box 4- 2. Focus: Avoiding Inappropriate 
Manipulation of Digital Images

The use of digital images to record the results of experiments 
and the wide availability of software to edit or alter these im-
ages have raised new issues and challenges for researchers. 
In many fields of research, images are a major form of ex-
perimental data. Purposely manipulating or altering images 
so that they do not represent research results constitutes 
fabrication or falsification. The U.S. Office of Research Integ-
rity (ORI) reported that more than two- thirds of the research 
misconduct investigations opened during 2007– 8 concerned 
questions about images (Gilbert 2009). In addition to image 
manipulation aimed at misrepresenting results, researchers 
may make inappropriate changes that are inadvertent or are 
motivated by a desire to render an image more aesthetically 
pleasing, with real or perceived pressure coming from jour-
nals (Nature Cell Biology 2006).

In response to these developments, a number of journals 
have clarified their policies on images and have begun check-
ing a percentage of the images accompanying provisionally 
accepted papers for inappropriate manipulation. Nature Pub-
lishing Group (NPG) maintains a Web page with the policies 
it has established for its journals (NPG 2013), and material is 
available from other sources. For example, the University of 
Alabama at Birmingham (2008) has developed an online learn-
ing tool for digital imaging, which includes guidelines, videos 
illustrating the guidelines, a case study, and other materials.

Several general guiding principles can be drawn from this 
material:

•  Maintain the original image, and consider images a form 
of data.

•  Images should be minimally processed— the less the 
better.
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Fabricated or falsified research can be extremely harmful 
to researchers and to society (box 4- 3). It can result in the 
production of deficient products, inadequate instruments, or 
dangerous or ineffective medical therapies or drugs. Policy 
or legislation can be based on incorrect findings. The pub-
lic’s trust in science and scholarship can be damaged. The 
fabrication or falsification of results can end a researcher’s 

•  In cases where image manipulation is appropriate or un-
avoidable, keep track of all image- processing steps, and 
describe all these steps, along with the software used in 
the methods section of the paper.

•  In general, cropping and simple adjustments applied to 
an entire image are acceptable.

•  Manipulations that affect only one part of the image are 
problematic.

•  Specific questionable practices that are not recom-
mended include the use of Photoshop’s clone stamp tool 
to “clean up” an image, the use of filters, and the use of 
“lossy” compression (such as the technique used to pro-
duce jpeg files, which involves the loss of some data).

Box 4- 3. Focus: The Stapel case

The case of Diederik Stapel demonstrates the extent to which 
fraud can damage colleagues, a field of research, and science 
in general. A social psychologist in the Netherlands, Stapel 
studied social processes such as how prior experiences, in-
cluding exposure to a priming word or concept, could affect 
responses to a situation. Early in his career he began mak-
ing up the data supporting his published papers, includ-
ing  papers that were published in prominent journals and 
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career, discredit colleagues, and damage the entire research 
enterprise. The retraction of published papers in a research 
area tends to decrease subsequent funding for research in 
related areas (Azoulay et al. 2012).

Plagiarism may seem to be a less severe transgression 
than fabrication or falsification, and it does not have the 
effect of introducing fraudulent results into research. 

attracted widespread media attention. His falsification of data 
was discovered when three graduate students began to notice 
anomalies in the data and could not get satisfactory answers 
to their questions.

Three investigative committees set up to investigate 
 Stapel’s work at the three universities where he was em-
ployed concluded in their final report that he had fabricated 
data in at least 55 of his 137 papers and in the PhD theses 
of 10 students he supervised. In other papers, the data were 
missing, but statistical analyses showed evidence of fraud. 
The final report of the investigative committees pointed to the 
devastating effects that Stapel’s fraud had on his former PhD 
students and postdoctoral fellows, who did not participate but 
“whose publications were suddenly becoming worthless.” The 
report also faulted the field of social psychology and the insti-
tutions involved: “journals, reviewers, assessment committees 
and graduate schools must learn a methodological lesson: it 
appears that too much can go wrong in the discipline’s critical 
functions” (Levelt Committee et al. 2012).

The Stapel case generated a shock wave not only through 
social psychology in the Netherlands and abroad but also in 
other parts of science. The Flawed Science report (Levelt Com-
mittee et al. 2012) functioned as a wake- up call for universi-
ties and research institutes to take a number of measures to 
guard against both fraud and sloppy scientific practices (see 
Drenth 2013).
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However, because it is based on deceiving other researchers, 
it, too, weakens the foundation of trust on which research is 
based. Also, when plagiarism is accepted or tolerated it can 
sap the motivations of others and undermine incentives to 
be open, since reward systems in research are largely based 
on credit for publications (box 4- 4). Electronic communica-
tions have made it both easier to plagiarize material and 
easier to detect plagiarism, but such means of communica-
tion have not changed the expectation that published mate-
rial is not copied from elsewhere unless noted and properly 
referenced.

Publishing or duplicating exactly the same material in 
more than one place— a practice known as duplication or by 
the incorrect term “self- plagiarism”— is dishonest when pub-
lishers and readers expect published material to be original, 
and it squanders the resources of authors, reviewers, edi-
tors, and publishers (see also chapter 2). At the same time, 
ongoing discussion in the publishing and ethics communi-
ties involves whether duplication of some technical sections 
of a paper should be considered acceptable. In any event, 
proper reference to the original publication is mandatory. In 
addition, when researchers publish their work in journals 
outside their native language, they need to ensure that the 
descriptions as well as the work reported are original, un-
less noted, and that the translation is correct.

Sometimes there are gray areas where it is difficult to 
determine if a researcher has engaged in falsification, fab-
rication, or plagiarism. For example, a researcher may use 
methodologically unsound data processing, questionable 
analytical or statistical techniques, or inadequate con-
trol groups. A case study may not be representative of the 
phenomena it is purported to represent. Economic, ideo-
logical, or personal interests may skew the outcomes of 
research or peer review. Plagiarism may range from the 
wholesale theft of long passages of text to the careless or 
perhaps inadvertent use of another’s ideas. All these cases 
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represent irresponsible behavior, but it may be impossible 
to determine whether the researcher in question set out to 
deceive.

Standards and expectations can vary by discipline and 
change over time. Disciplines may have different mecha-
nisms for attributing credit to individual researchers. The 

Box 4- 4. Discussion Scenario:  
Providing Credit in Research Projects

You are a postdoctoral researcher in the Division of Cancer 
Biology, and your advisor has invited you to collaborate in a 
research project. She chose you because the topic of the re-
search matches your interests and because you are very effec-
tive at doing lab work. A few weeks later, you have become 
very involved in the project by designing experiments and 
compiling data, which involves extra hours in the lab, includ-
ing weekends. About eight months later, you run some pre-
liminary analysis of the data, and results look more promising 
than expected.

You schedule an appointment with your advisor to com-
municate your findings. Your advisor looks at the results, “This 
is great,” she says. “Give me a couple of weeks to study the 
data more in detail and if everything looks fine we can start 
working on a draft manuscript for submission.” You agree and 
spend the next few weeks working on other projects. A month 
later, without further discussion with you, your advisor pres-
ents the results at the monthly department meeting without 
mentioning your name.

Should your supervisor have mentioned you? What will 
you say to her when you next meet? How could this situation 
have been avoided? If your advisor had gone forward and sub-
mitted a manuscript for publication, reporting the work but 
did not list you as an author, what would you do?
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research and higher- education systems in some countries 
and some disciplines are more hierarchical than in  others. 
Using significant blocks of text from one’s own thesis or 
dissertation without quotation marks in subsequently pub-
lished journal articles may not have been considered an ir-
responsible practice in the past in certain fields, whereas 
today it would if the thesis was formally published. A sense 
of fairness and proportion should be maintained when 
evaluating research behaviors. Many research fields need to 
accommodate a wide variety of approaches to make prog-
ress. Furthermore, researchers are human and can make 
mistakes. These mistakes need to be openly acknowledged 
and corrected so that other researchers do not subsequently 
act on the basis of incorrect information.

Beyond fabrication, falsification, and plagiarism are a 
host of irresponsible actions that may not involve the in-
tent to deceive but nevertheless can damage the integrity of 
research results. Inadequately managing and storing data, 
withholding data from colleagues who want to replicate the 
findings, abuse of research subjects, lack of care in design-
ing or undertaking experiments, misrepresentation of in-
terests, inappropriate authorship, covering up irresponsible 
behavior, or reprisals against whistle- blowers who report 
irresponsible behavior that transgresses institutional or 
funder policies all constitute irresponsible practices in re-
search. Making an indiscriminate or malicious allegation 
of irresponsible research practices is itself irresponsible and 
damaging and can stymie progress. Bringing such actions 
to light can help prevent or correct them. For example, dis-
cussing concerns in public, rather than in private commu-
nications, results in a sevenfold increase in retractions and 
corrections by journals (Van Noorden 2014b).

Finally, some irresponsible actions may not damage the 
research record but are inappropriate in any workplace. 
These include intimidating or harassing students or as-
sistants, inadequate mentoring or counseling of students, 
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misrepresentation of credentials, insensitivity to social or 
cultural norms, prejudice against members of particular 
groups or genders, misuse of funds, failure to disclose con-
flicts of interests, and other breaches of general social and 
moral principles. Some of these actions may be subject to 
criminal or civil prosecution and sanctions. In other cases, 
procedures similar to those used to respond to fraudulent 
actions in research may be used to investigate claims and 
respond appropriately. All workplaces should have proce-
dures for dealing with these kinds of irresponsible actions.

Box 4- 5. Discussion Scenario: Data Sharing

As part of your postdoctoral research, you are conducting a 
meta- analysis that requires collecting data published by other 
researchers. In order to perform the study, you contact ap-
proximately 100 researchers in your field and request the raw 
data used in their original publications. After several months 
only about twenty authors have provided the requested data. 
The remainder either did not respond or replied that their 
data were incomplete or no longer accessible or that they 
were too busy.

What are the implications of this response for your field? 
What new approaches could be instituted to encourage data 
sharing? How would you ensure that all data generated from 
your research is properly maintained and can be shared?



5
THE RESEARCHER’S 

RESPONSIBILITIES TO SOCIETY

In addition to their responsibilities to help prevent the mis-
use of research that were covered in chapter 3, researchers 
have additional responsibilities to society when they plan 
and perform research. Some of these responsibilities have 
been codified into laws and regulations, and research in-
stitutions and countries have created bodies to ensure that 
researchers adhere to these provisions. Other responsibili-
ties are less well defined but nevertheless exert a powerful 
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influence. Researchers who transgress these boundaries can 
do great harm to their careers and to research in general.

Some research can only be described as injurious to 
human welfare and cannot be justified, such as research 
focused on the development of weapons outlawed by in-
ternational treaties. Research also is unacceptable if it 
conflicts with the basic human values of autonomy, free-
dom, dignity, nondiscrimination, and a lack of exploita-
tion. Documents such as UNESCO’s Universal Declaration 
on Bioethics and Human Rights (2005) and the related 
Bio ethics Core Curriculum (2008) are useful resources in 
learning about how societal considerations bear on re-
search in the life sciences.

Social and cultural considerations dictate whether some 
forms of research are acceptable, and these considerations 
can vary from one place and time to another (see box 5- 1). 
In cases where research raises ethical issues, the research 
community should expect and welcome input from society 
while working with nonscientists to make that input as 
useful as possible. Such interactions will build trust be-
tween scientists and the public, including policymakers. 
Institutions may be needed to serve as brokers of informa-
tion exchanges between researchers and policymakers so 
that policies can be informed by the best scientific advice.

Box 5- 1. Focus: Research on Human 
Embryonic Stem Cells

Attitudes toward embryonic stem cell (ESC) research vary by 
country. Some countries (such as Austria, Ireland, and Italy) 
prohibit or heavily circumscribe it, while others (such as 
China, South Korea, and India) are less restrictive (Matthews 
2007). Obviously, whether and to what extent ESC research 
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can be accepted depend on social and cultural considerations 
that can vary from one place and time to another.

In the United States, for example, the Clinton administra-
tion supported ESC research following the 1998 breakthrough 
that enabled ESCs to be isolated and grown in cell culture. 
In 2001 the Bush administration issued an executive order 
that restricted federal government support for ESC research 
to already derived cell lines, meaning that any research on 
newly derived cell lines required support from private foun-
dations or state governments. In 2009, the Obama administra-
tion lifted these restrictions. The shifting policies of the U.S. 
government reflect a clash in values. For adherents of some 
religious traditions, research use of ESCs that involves the 
destruction of human embryos is unethical. The Bush admin-
istration’s policy reflected this view. For others, the promise 
of the medical advances that might result from ESC research 
should be weighed more heavily. Reflecting the latter view, 
President Obama (2009) stated that his administration will 
vigorously support scientists who pursue this research and 
will “aim for America to lead the world in the discoveries it 
one day may yield.”

China presents a contrasting example in which there has 
been no clash in values over ESC research. China’s popula-
tion as a whole does not hold religious, ethical, or other be-
liefs that would be an obstacle to such research. The Chinese 
government considers ESC research to be a strategic, emerg-
ing technology and has established several national science 
and technology programs to support its development. In De-
cember 2003 the Ministry of Science and Technology and the 
Ministry of Health issued Ethical Guiding Principles on Human 
Embryonic Stem Cell Research to codify the ethical principles 
guiding China’s ESC research (Ministry of Science and Tech-
nology and the Ministry of Health 2003).
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Many complex issues characterize the relationship be-
tween research and society. This guide cannot cover all of 
them, so it provides a brief examination of several important 
topics— the protection of research subjects, bioprospecting 
and biodiversity research, privacy, and laboratory and en-
vironmental safety— to illustrate the scope of these issues.

Protecting the Subjects of Research

Regulations governing the performance of research cover 
human subjects, laboratory animals, laboratory safety, en-
vironmental protection, and other areas. Laws and regula-
tions vary greatly by country, but some areas are more har-
monized internationally.

Human subjects’ protections constitute some of the most 
important legal and ethical rules that researchers must fol-
low. The Nuremberg Code (1949) contains ten points defin-
ing ethical medical research, including the principle that 
“the voluntary consent of the human subject is absolutely 
essential.” The World Medical Association’s Declaration of 
Helsinki, first adopted in 1964 and revised several times 
since, and the Council for International Organizations of 
Medical Sciences’ International Guidelines for Biomedical Re-
search Involving Human Subjects are more extensive global 
codes of medical research ethics (WMA 2008; CIOMS 2002). 
The work of the Committee on Bioethics (DH- BIO) of the 
Council of Europe covering biomedical research and medi-
cal practice is also relevant, including the legally binding 
Oviedo Convention on Human Rights and Biomedicine 
and its protocols on issues such as genetic testing, as well 
as recommendations concerning xenotransplantation and 
research on biological materials (COE- DH- BIO 1997, 2003, 
2006, 2008). Protections such as the requirement for in-
formed consent of human subjects and the use of expert 
committees to review and approve research protocols 
have been extended to the social and behavioral sciences. 
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Special rules cover research involving prisoners, children, 
and other vulnerable groups.

An important area of research involving human subjects 
is the clinical testing of drugs and biologics (see also chap-
ter 7). International collaboration in such clinical trials is 
growing rapidly. The U.S. Food and Drug Administration 
(FDA) reported in 2008 that 80 percent of approved applica-
tions contained data from outside the United States (DHHS- 
OIG 2010). For pharmaceutical companies and other entities 
financing clinical trials, conducting studies in developing 
countries delivers advantages such as lower cost and ac-
cess to populations that have not previously been exposed 
to treatments. For developing- country participants, clinical 
trials may deliver access to care and treatment that would 
not be available otherwise.

FDA requires that research data supporting an applica-
tion to market a new drug or biologic in the United States 
must be generated by trials that adhere to U.S. policies and 
procedures that protect human subjects. However, ensuring 
that ethical requirements are followed in some developing 
countries can be difficult (box 5- 2). Further, the significance 
of concepts such as informed consent may be questioned in 
cultures where trust in medical professionals may be higher 
than in others or where declining to participate in a study 
would essentially mean forgoing medical treatment. Inter-
national medical research also has seen egregious abuses in 
the past, such as U.S.- led experiments in Guatemala during 
the 1940s in which some patients were deliberately infected 
with syphilis and other sexually transmitted diseases with-
out informed consent.

Today, efforts are underway to use international collabo-
ration in clinical trials as a mechanism to build capacity in 
clinical medical research and prevent irresponsible conduct 
in developing country hosts. One example is the Institute 
of Human Virology Nigeria (IHVN 2004), which in partner-
ship with the University of Maryland School of Medicine, 
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government, and stakeholders seeks to provide high- quality 
health care that is accessible to all Nigerians. Efforts such 
as the Horizon 2020 Program of the European Commission 
provide funding to foster ethical conduct in biomedical re-
search conducted in developing countries.

Researchers are also responsible for ensuring the hu-
mane treatment of animals used in experiments. In some 
countries the treatment of laboratory animals is highly 

Box 5- 2. Discussion Scenario: 
Protection of Human Subjects

You are a health researcher or institutional official at a medical 
facility in a developing country. A multinational pharmaceu-
tical company approaches you to see if your facility would 
be interested in participating in a multisite clinical trial of a 
new treatment for a childhood illness. At several developed 
country sites, the study would involve two trial arms, with 
one set of subjects receiving the new treatment and the other 
receiving an existing approved treatment. At one of the sites 
in a developing country, the company would like to conduct 
a three- armed study, with one group of subjects receiving the 
treatment being tested, the second receiving the approved 
treatment, and the third receiving a placebo. Because admin-
istration of the approved treatment is the standard of care at 
the developed country sites, using a placebo arm would be 
considered unethical at those sites. However, the approved 
treatment is unavailable in your country because of its ex-
pense, and use of the placebo arm at your site would allow the 
trial to be conducted more quickly.

What is your reaction to this plan? What if the company 
committed to donate a large supply of the existing approved 
treatment (or the new treatment if it is approved) to your facil-
ity and to other health clinics in your country?
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regulated; in others, it is not. The Guide for the Care and Use 
of Laboratory Animals produced by the U.S. National Re-
search Council is a widely used resource, even in countries 
with less- extensive regulations in this area (NRC 2011a).

Bioprospecting and Biodiversity Research

Over recent decades, the need to preserve and understand 
Earth’s diverse plants and animals has become increasingly 
apparent (CBD 2014). Moreover, countries with rich bio-
logical resources have put increasing emphasis on ensuring 
that benefits generated through bioprospecting and related 
activities are appropriately acknowledged and shared. The 
discovery and commercialization of biological resources in 
pharmaceuticals and other industries has a long history. 
Since the traditional knowledge of indigenous people often 
enables the utilization of these resources, bioprospecting 
becomes exploitive when this knowledge is used without 
permission or appropriate benefits.

Policies on the collection, transfer, and utilization of bio-
logical resources differ among nations. Striking the appro-
priate balance among various interests, including the need 
for increased knowledge about these resources, the need 
to protect them, and the need to generate and appropri-
ately share benefits, can be difficult. Researchers need to be 
aware of any national and international treaties that regu-
late the collection of biological material in relation to their 
work. Obtaining permission to legally collect such material 
is critical and should not be ignored (see box 5- 3).

As an example, about 10 percent of the world’s biodiver-
sity exists in Colombia (Andrade- C et al. 2012; Fog 2011). 
The Colombian Constitution, promulgated in 1991, and Law 
70 of 1993 contain provisions that protect the rights of eth-
nic communities to preserve their culture and territory. 
Furthermore, Colombia established regulations aimed at 
ensuring that the benefits accruing to the use of biological 
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resources are shared according to the principles of equity 
and justice. Overall, these laws and regulations are seen as 
having benefited the affected communities and broader Co-
lombian society.

However, Colombian researchers reported that the actual 
operation of these regulations made biodiversity research 
in Colombia nearly impossible (Andrade- C 2012). A range of 
permits and other documentation were required before re-
searchers were allowed to do fieldwork, collect specimens, 
or even transport or import existing specimens collected 
many years before the law went into effect (Fernandez 2011). 
Among other permissions, researchers were required to ob-
tain consent from all indigenous and African descendent 
communities in the sites to be sampled. According to butter-
fly researcher Miguel Gonzalo Andrade, a research program 
on Colombian butterflies would have required permits from 

Box 5- 3. Discussion Scenario: Performing 
Fieldwork in a Protected Area

You are a biologist working on a PhD dissertation about ma-
rine protected areas and local communities. As part of your 
work, you travel to a national park in another country to col-
lect samples of an endangered fish species and contact com-
munities in the surrounding area. The permitting process has 
taken several months. Finally, you travel to the field after your 
paperwork is in order. During one of the scuba diving ses-
sions, you spot a rare fish species that a colleague from your 
university would be interested to sample. However, that par-
ticular species is not included in your approved permit.

What would you do in this situation? Would it be accept-
able to collect the sample and inform national park authorities 
later? What are the broader implications of illegal collection 
of biological material?
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more than sixty different communities (Andrade- C 2013). 
The entire process could take years and thousands of U.S. 
dollars for each project, and Colombian scientists bypassing 
these requirements were subject to criminal legal sanctions 
(Government of Colombia 2009).

Over the course of several years, Colombian scientists 
and research institutions worked to convince policymakers 
to simplify the regulations governing biodiversity research 
(Ministry of Environment and Sustainable Development 
2013). In June 2013 the Colombian government issued two 
decrees (Decree 1375 and Decree 1376) that eased permit-
ting requirements (Government of Colombia 2013a, 2013b). 
Going forward, higher- education institutions can apply for 
a “framework permit,” valid for ten years, that covers indi-
vidual scientists and projects related to a research program 
(El Espectador 2013). These changes have greatly facilitated 
basic, noncommercially motivated biodiversity research in 
Colombia.

Privacy

As the amount of data generated and stored about our daily 
lives becomes ever more voluminous and freely available, 
issues of privacy are growing in importance. For instance, 
the analysis of social media data by corporate marketing 
departments as well as academic social scientists raises 
concerns about the privacy of those whose online behavior 
is tracked. Genomics and medical research also raises many 
privacy concerns. As an example, the Icelandic biotechnol-
ogy company deCODE used a large database of genomic 
information on Icelandic volunteers to identify the genetic 
risk factors associated with various diseases. In 2003 the 
country’s Supreme Court blocked the company’s attempt to 
work with the Icelandic government to develop a database 
of genetic data from all of Iceland’s approximately three 
hundred thousand citizens (Gertz 2004).
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Researchers working with personally identifiable infor-
mation need to be aware of the regulations and laws that 
apply to the collection and use of such data. These regula-
tions vary by country or region and are being reexamined 
and revised in some places. For example, updates to the Eu-
ropean Union’s rules protecting the right to not have one’s 
personal data collected and used are currently being devel-
oped (EC 2015). The proposed General Data Protection Reg-
ulation would harmonize data protection regimes through-
out Europe, specify the responsibilities of companies that 
hold personal data in the case of breaches, and address the 
implications of globalization, as well as social media, cloud 
computing and other new technologies.

Laboratory and Environmental Safety

In fields of research that involve the use of hazardous mate-
rials and equipment that could be dangerous to those per-
forming research or others in the laboratory environment, 
the relevant laws, regulations, and protocols need to be 
understood and followed. In disciplines such as chemistry, 
creating and maintaining a culture that promotes labora-
tory safety is a shared responsibility of researchers, labora-
tory managers, and institutional officials (NRC 2011b). The 
specific regulations and safety procedures might vary by 
country and field. For example, implementation of labora-
tory safety and security protocols can be challenging in 
developing countries, since they may not be considered a 
priority, and regulatory frameworks may lack enforcement 
mechanisms (NRC 2010).

As a general recommendation, laboratory and safety 
procedures should be reviewed by researchers at least 
once a year (NAS- NAE- IOM 2009). Many research institu-
tions require that employees attend training courses about 
the use of their research facilities, a common practice in 
most molecular biology labs. Moreover, other fields such as 
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experimental physics utilize research facilities (e.g., partic-
ular accelerators) that require mandatory safety training to 
be completed before users can enter the facility.

Some areas of research carry risks of harmful impacts 
outside the laboratory, and risks need to be carefully evalu-
ated before experiments can proceed. One example of such 
a research area is geoengineering— the deliberate alteration 
of the earth’s atmosphere and other parts of the climate sys-
tem to moderate the warming effects of greenhouse gases. 
Interest in geoengineering is increasing at a time when the 
prospects for greenhouse gas  abatement efforts are uncer-
tain at the global level and concerns about potentially cata-
strophic effects of climate change are growing. Large- scale 
efforts aimed at managing solar radiation or removing car-
bon dioxide from the atmosphere would require significant 
international public discussion and development of policy, 
in addition to considerable advances in knowledge of cli-
mate science and possible climate engineering approaches. 
Reports by the Royal Society (UK) and the U.S. National 
Academies explore these challenges and make recommen-
dations on how they might be addressed (The Royal Society 
2009; NRC 2015).

Other areas of research that have spurred debates about 
environmental safety include genetically modified crops 
and nanotechnology. For example, China identified nano-
technology as a priority research area in 2001, and since 
then it has launched a number of specialized institutes and 
provided increased funding. China has put particular em-
phasis on nanomaterials and nanodevices research, areas 
where it has emerged as a world leader, and it is quickly 
developing capability in such areas as nanobiology, nano-
medicine, nanocharacterization, nanotoxicology, and nano-
biosafety. This strategy has produced impressive results, 
with the number of nano- related papers written by Chi-
nese researchers increasing at an annual rate of 23.8 per-
cent between 2001 and 2010 to a total of more than twenty 
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thousand, the highest growth rate in the world (Klochikhin 
and Shapira 2012). As a result, China ranked first in the 
world in the number of nanomaterial basic research papers 
appearing in the Science Citation Index (Arora et al. 2012; 
Chen et al. 2010; Qiu 2012) and has attained a significant 
number of patents.

Several Chinese institutions conduct nanosafety assess-
ment research, including two Chinese Academy of Sciences 
(CAS) institutes: the Key Laboratory for Biomedical Effects 
of Nanomaterials and Nanosafety, and the Suzhou Insti-
tute of Nanotech and Nanobionics. Nanosafety research in 
China has made significant progress on such questions as 
the ability of nanoparticles to pass through biological bar-
riers, the biotoxicological effects of nanoparticles inside the 
body, and the methodology of nanotoxicology.

Issues of scientific responsibility in nanotechnology also 
are receiving increased attention. For example, the Scien-
tific Morality Construction Committee in CAS’s Academic 
Division initiated a series of studies in 2011, including one 
titled “Ethical Issues in Nanotechnology and the Social Re-
sponsibility of Scientists.” The project is exploring potential 
ethical and social problems of nanotechnology, governance 
mechanisms, and the responsibility of the nanotechnology 
R&D community. The end result of the activity will be “A 
Proposal for Responsible Conduct of Nanotechnology Re-
search and Development.” CAS also is working to build 
dialogue among researchers in the natural sciences, social 
sciences, and humanities around nanotechnology.

Safety and security procedures are essential tools for re-
search facilities to be used effectively, and efforts to improve 
and implement these practices should be viewed as enablers 
rather than inhibitors of research.



6
PREVENTING AND ADDRESSING 

IRRESPONSIBLE PRACTICES

Approaches to addressing irresponsible research practices 
generally fall into two categories: promoting research integ-
rity and the adoption of good practices through education 
and training and handling irresponsible behavior through 
procedures to investigate alleged transgressions and im-
pose penalties when allegations are confirmed (ICB 2010). 
Participants in the global research enterprise are coming to 
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understand that these approaches are complementary. Pre-
venting irresponsible behavior is preferable to corrective ac-
tion after the fact. At the same time, the existence of robust 
and effective corrective procedures can serve as a deterrent 
to misbehavior, in addition to correcting the research re-
cord and identifying deficiencies.

Individual researchers, research institutions, research 
funders, journals, professional societies, and science acad-
emies all have important roles to play in ensuring the integ-
rity of research. Most of these are covered in this chapter, 
but see chapter 8 to better understand the role of scientific 
journals

A number of codes and guidelines have emerged in re-
cent years from a variety of countries and organizations 
around the world that spell out the responsibilities of these 
individuals and groups for ensuring integrity. These codes 
and guidelines differ in their details depending on cultures 
and specific legal and institutional frameworks. Nonethe-
less, they agree on many key issues.

The Incidence of Irresponsible Conduct

No one knows the exact prevalence of various kinds of ir-
responsible research practices. Available information from 
the countries that report statistics on investigations and 
surveys indicate that the vast majority of researchers are 
upright and honest. Still, while the most serious forms of 
irresponsible conduct, such as fabrication or falsification of 
data, are unusual, they occur frequently enough all over the 
world to merit focused attention from the global research 
enterprise. A meta- analysis of surveys found that about 2 
percent of scientists admitted to having fabricated, falsified, 
or modified data or results at least once, and up to one- third 
admitted to engaging in other questionable research prac-
tices (Fanelli 2009). This meta- analysis also found that 14 
percent of scientists had observed falsification by colleagues, 
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and 72 percent had encountered other questionable research 
practices less serious than fabrication or falsification.

Trends in the prevalence of irresponsible research con-
duct also are uncertain. Retractions of published scientific 
papers, both in terms of the numbers and causes, have at-
tracted increasing attention (Steen et al. 2013; Van Noordeen 
2011; Fang et al. 2012). High- profile cases of scientific fraud 
continue to occur in countries throughout the world (Re-
traction Watch 2015).

Shifts in the research enterprise such as expansion of the 
research system, an accelerated pace of research activities, 
increased pressure to publish in prestigious journals, and 
heightened competition for funding can have the effect of 
weakening the transmission of codes of conduct from one 
generation to the next and mitigating against an environ-
ment that fosters responsible conduct. As pointed out in 
chapter 4, irresponsible research behavior can cause grave 
damage to individual researchers, to coworkers, to a scien-
tific discipline, to science in general, and to society. Given 
these severe harms, the need to prevent and respond to ir-
responsible research practices is strong.

Responsibilities of Individual Researchers

Many of the responsibilities of individual researchers iden-
tified in various codes and guidelines, such as effective 
mentoring, upholding the truth in performing and report-
ing their own work, appropriately crediting others, and ob-
serving environmental and safety guidelines, are covered 
in the rules and guidelines of their own institutions and 
in other laws and regulations that bear on the responsible 
conduct of research.

In the ongoing dialogue among researchers on ethical is-
sues (NHMRC 2007; ESF- ALLEA 2011), there has been dis-
cussion of whether scientists should develop an oath similar 
to medicine’s Hippocratic Oath (Cressey 2007). Such an oath 
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could perhaps be sworn by PhDs at the outset of their ca-
reers. However, experts who have seriously considered this 
suggestion have found it difficult to identify universal lan-
guage that includes all scientists and situations (AAAS 2001).

Individual researchers play a variety of roles throughout 
their careers, with responsibilities generally increasing over 
time as they progress from student, to postdoctoral fellow, 
to junior researcher, to PI. At all times, researchers are re-
sponsible for inquiring about anomalous behavior and call-
ing attention to possible irresponsible behavior given cause 
to do so. More senior researchers have the added responsi-
bilities of mentoring junior colleagues in good practices and 
of observing standards of fairness and impartiality when 
participating in activities such as peer review. Research-
ers have a responsibility to check the work of coauthors in 
collaborative projects for possible anomalies and mistakes. 
Over the course of their careers, some researchers may play 
other roles that carry additional responsibilities, such as 
exercising administrative oversight, participating in the 
activities of societies and associations in their fields, being 
elected to an academy, or contributing to the allocation of 
resources for research as part of a funding organization.

Almost every researcher eventually will encounter in-
stances of irresponsible conduct in research. Dealing with 
these situations can be very difficult. But how researchers re-
spond to irresponsible conduct can have a major influence on 
their careers and on the strength of the research enterprise.

It can be very difficult to raise concerns about the ac-
tions of another researcher, especially when that person is 
in a position of authority. But researchers cannot uphold the 
fundamental values of research while ignoring irresponsi-
ble research practices. Researchers have a responsibility 
both to maintain high standards of responsible con-
duct and to take appropriate actions when they wit-
ness or suspect irresponsible conduct.
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Many concerns can be addressed by talking with some-
one else within a research group, perhaps someone who 
has been designated as a point of contact on research prac-
tices. However, people who have concerns about the actions 
of another researcher need to have more than one way to 
make those concerns known.

Readers of this guide may wish to know more about the 
specifics of what they should do and whom they should con-
tact to report irresponsible conduct such as fabrication, fal-
sification, or plagiarism. If the allegation relates to published 
or submitted work, it may be appropriate to raise concerns 
with the journal. Many journals, institutions, sponsors, and 
government organizations that address allegations provide 
information about points of contact and procedures for rais-
ing questions. Researchers should familiarize themselves 
with those that apply in their situation. However, as dis-
cussed shortly, institutional and government approaches to 
irresponsible research behavior vary around the world, so it 
is impossible to provide specific guidance that will fit every 
case. Some institutions and countries do not have clear poli-
cies or designated points of contact, and no international 
agency exists to investigate allegations. Researchers should 
do what they can to raise awareness in their institutions 
and national research enterprises about the importance of 
responsible conduct and the need for clear procedures to ad-
dress allegations of wrongdoing.

Responsibilities of Research Institutions

Research institutions also have responsibilities to prevent 
and address irresponsible research practices, and the poli-
cies they implement have a direct impact on researchers. 
All researchers, including those involved in collaborations 
with colleagues at an institution, should be familiar with 
these policies.
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The first and most important aspect of attention to ir-
responsible conduct is its prevention. Research institutions 
need to ensure that all researchers, research staff, and stu-
dents receive both formal and informal training in respon-
sible research practices. All researchers need opportunities 
to learn about the values and principles on which good re-
search is based. Responsible conduct should be an element 
of all courses and research experiences so that it is seen 
as fundamental to the research enterprise. Institutions are 
also using new technologies, such as software that can help 
detect plagiarism and image manipulation, to check disser-
tations and other work.

In addition, more institutions around the world, such as 
national academies for young researchers, are launching 
stand- alone programs in responsible conduct of research 
(RCR) education, mainly aimed at graduate students. Cur-
ricula, cases, and other teaching materials are proliferating, 
although much of this growth is still limited to the devel-
oped world and to the United States in particular. Research 
is being undertaken to determine which approaches to RCR 
education are most effective, and this work has uncovered 
some useful insights. For example, programs that are rela-
tively more successful tend to rely on stand- alone seminars 
rather than embedding education in other coursework and 
use interactive, case- based teaching methods (Antes et al 
2009). However, the evaluation of RCR education presents 
significant challenges, as does the evaluation of education 
programs in general. Much remains to be learned.

In China, researchers, research institutions, and funding 
agencies have been grappling with issues of research integ-
rity in recent years, as the size of the research and gradu-
ate education enterprise has grown rapidly and a number of 
high- profile cases of irresponsible behavior have emerged 
(New Scientist 2012). To address these issues, the Peking Uni-
versity Health Science Center, for example, has introduced 
RCR education for graduate students and is taking other 
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steps to promote research integrity at the undergraduate 
level (Cong 2013). Training courses include both online and 
face- to- face learning, with discussion of cases as an impor-
tant component.

Many institutions, and even entire countries, may try to 
downplay instances of misconduct to avoid negative public-
ity. But institutions that deal forthrightly and openly with 
problems generally fare better than those that try to cover 
them up. Overcoming a culture of face saving can make an 
institution and the entire research enterprise stronger.

Research institutions also need clear, well- 
communicated rules that define irresponsible con-
duct and ensure that all researchers, research staff, 
and students are trained in the application of these 
rules to research. They also need impartial and confiden-
tial mechanisms to investigate suspected breaches of the 
rules. Each institution should have a standing committee 
that deals with such cases, or it should establish an ad hoc 
committee when serious allegations are made. The process 
should be divided into two stages: a preliminary inquiry to 
establish whether there is credible evidence that the rules 
have been breached, and a careful investigation when this 
is warranted. Investigations should take place as quickly 
as possible, and the response to findings of irresponsible 
actions should ensure that the research record is correct. 
Institutions may find it helpful to incorporate faculty from 
other institutions into investigation committees to counter-
act possible bias.

As an example, research institutions and major research 
sponsors in the United Kingdom issued the Concordat to 
support research integrity (UUK 2012). The concordat spells 
out commitments to “maintaining the highest standards of 
rigour and integrity in all aspects of research,” and to “en-
suring that research is conducted according to appropriate 
ethical, legal and professional frameworks, obligations and 
standards,” among others (see box 6- 1).
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Some countries have had good experiences with inde-
pendent ombudsmen who can handle issues of irrespon-
sible conduct both on an institutional level and on a na-
tional level. Ombudsmen generally do not have the power 
to initiate investigations, but they should be able to require 
institutional or independent investigations of suspected ir-
responsible practices. Other institutions have designated of-
fices or individuals responsible for hearing allegations and 
determining the appropriate course of action. Procedures 

Box 6- 1. Focus: Commitments of Research 
Employers in the United Kingdom to Dealing 
with Allegation of Research Misconduct

In Commitment 4 of The Concordat to support research integ-
rity (UUK 2012), signatories pledge to use “transparent, robust 
and fair processes to deal with allegations of research miscon-
duct should they arise.” Universities and other employers of 
researchers specifically commit to:

•  Have clear, well- articulated, and confidential mecha-
nisms for reporting allegations of research misconduct

•  Have robust, transparent, and fair processes for dealing 
with allegations of misconduct that reflect best practice

•  Ensure that all researchers are made aware of the rel-
evant contacts and procedures for making allegations

•  Act with no detriment to whistle- blowers making alle-
gations of misconduct in good faith

•  Provide information on investigations of research mis-
conduct to funders of research and professional and/or 
statutory bodies as required by their conditions of grant 
and other legal, professional, and statutory obligations

•  Support their researchers in providing appropriate in-
formation to professional and/or statutory bodies
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differ among organizations and among countries, but all 
researchers need multiple options within a research institu-
tion that they can pursue if they have witnessed or suspect 
irresponsible practices. Sanctions against researchers who 
have violated policies also need to follow employment law 
in the country where they are working.

In responding to reports of irresponsible practices in re-
search, some principles should be universally observed. Re-
searchers who raise concerns about irresponsible research 
practices must be protected. Responding to such practices 
can put a whistleblower’s career at risk and is never easy 
(Gunsalus 1998). All researchers must be confident that they 
can take action without incurring reprisals.

At the same time, those accused of irresponsible prac-
tices need to be treated fairly. Due process, proper com-
munication during an investigation, and fair adjudication 
are essential. Humans are fallible, which means that accu-
sations of irresponsible actions may be mistaken or mali-
cious. The groups handling such accusations have a heavy 
responsibility. Freedom of belief, research, and speech must 
be accorded equally to the accused and the accuser. Box 
6- 2 illustrates some of the complexities that can arise for 
institutions when allegations of irresponsible research are 
investigated and addressed.

Box 6- 2. Discussion Scenario: Institutional 
Response to an Allegation

You are the director of a research institute focused on cell biol-
ogy. A year after publishing a paper on cell signaling in a pres-
tigious journal, one of the institute’s most promising graduate 
students submits a manuscript to the same journal. One of the 
other graduate students in his lab noticed that the gel images 
of control proteins in the newly submitted manuscript are 
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Responsibilities of Research Funders  
and Governments

Experience indicates that a full solution to some prob-
lems cannot depend only on research institutions but also 
requires an independent organization that researchers 
can contact to discuss concerns. This independent point 
of contact may be provided by professional societies, by 

identical to images in the previously published paper, and she 
reports her suspicion to you. You form an institutional com-
mittee to assess the situation. The authoring graduate student 
states that although he may have mislabeled some images and 
mixed up which control images belonged with which data 
sets, this did not affect the experimental results. Your com-
mittee agrees to reprimand the student and instructs the lab’s 
PI to retract the submission. Although the PI agreed to imple-
ment these instructions, you find out that he disregarded the 
agreement when the article is published. The PI explains that 
the student who had called attention to the images had done 
so out of malice— she had been romantically involved with 
the student under investigation, and they had broken up on 
bad terms. The journal has contacted you after several readers 
quickly noticed similarities in the images between the two pa-
pers. Your national government, which sponsors the institute, 
does not have a formal policy on research misconduct, but the 
media have picked up the story because the PI is nationally 
prominent. The authoring student has now graduated and is a 
postdoctoral fellow in another country.

What are your next steps, both internally (with regard 
to the PI) and externally (with regard to the journal and the 
media)? What lessons will you take from this incident regard-
ing procedures for dealing with allegations of undesirable re-
search practices and regarding education and training?
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government, or by some other organization. Training of re-
searchers needs to include information about these options.

Funding agencies, whether public or private, have the 
power to insist on responsible research practices on the part 
of grantees. They therefore have the right to insist upon the 
application of appropriate and transparent rules of research 
conduct. Researchers, in turn, are responsible for the proper 
handling of the funds entrusted to them. As in other areas, 
the policies and approaches of funding agencies and other 
responsible government entities around the world can vary 
and change over time. For example, some funding agencies 
mandate that students receive training in responsible con-
duct of research, while many others do not.

Funding agencies and governments may also set stan-
dards and definitions for research integrity. For example, 
some irresponsible behaviors may be identified as “miscon-
duct” or “fraud.” Fabrication of data, falsification of data, 
and plagiarism are defined as misconduct in a number of 
places. Some funding agencies and governments also in-
clude other irresponsible behavior in this category, such as 
interference in a research misconduct investigation, mis-
representation, or breach of duty or care. At the same time, 
numerous funding agencies and governments have not set 
such standards or definitions.

Public funding agencies or other government entities 
may also oversee the investigations of research institutions 
or have the capability to perform their own. Box 6- 3 pro-
vides a typology of some of the most common national ap-
proaches. This diversity in national approaches raises the 
question of whether greater international harmonization in 
policies and standards is desirable or achievable, which is 
taken up in more detail in chapter 9.

When developing requirements for research institu-
tions in the area of research integrity, governments need 
to be sensitive to the administrative and other costs borne 
by institutions in complying with these requirements. The 
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imposition of unfunded mandates can damage research 
productivity.

New technologies and the digitization of past work raise 
the possibility that irresponsible behavior from many years 
in the past may be uncovered. For example, politicians and 
other prominent people have been found to have plagia-
rized parts of their doctoral dissertations or misrepresented 

Box 6- 3. Focus: Diversity in National 
Approaches to Ensuring Research Integrity

The 2010 report of the Council of Canadian Academies Hon-
esty, Accountability, and Trust: Fostering Research Integrity in 
Canada, Report of the Expert Panel on Research Integrity pres-
ents a typology of national approaches. These approaches fall 
into several categories:

Type I consists of nationally legislated, centralized 
systems with investigatory powers

Includes countries that have established national bod-
ies to investigate and report upon research miscon-
duct as defined by the country in question, generally 
responding to notifications from institutions or allega-
tions brought by other parties.

Type II consists of nonlegislated bodies that defer 
to granting agencies or individual institutions for 
oversight

Includes countries whose national systems have not been 
established through legislation but whose policies define 
misconduct and establish guidelines for addressing it.

Type III consists of systems that lack an indepen-
dent research integrity oversight body or compliance 
mechanism

Includes countries that do not have a national research 
integrity oversight body.
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their credentials years after the fact and have suffered seri-
ous consequences (Times Higher Education 2013; New York 
Times 2014). Should there be, in effect, a statute of limita-
tions for irresponsible behavior? The research record should 
be corrected if it contains errors arising from irresponsible 
actions. However, the issue of sanctions or punishment will 
depend on the laws and regulations of individual countries. 
In addition, the degree of forgiveness extended to public fig-
ures for past missteps that are uncovered varies according 
to the country and the circumstances.

Responsibilities of Academies and  
Interacademy Organizations

Academies and interacademy organizations need to provide 
forceful leadership on matters of research conduct. They 
should help to establish standards for the responsible con-
duct of research and should play an active role in dissemi-
nating those standards. This should include communication 
with younger researchers, including academies for young 
researchers where these exist. Academies should work 
within their own scientific communities to ensure that ef-
fective mechanisms exist to address allegations of research 
misconduct. At a regional and global level, interacademy 
organizations can play analogous roles.

Academies that manage research institutes bear the re-
sponsibility for creating a culture of research integrity and 
dealing properly with allegations of irresponsible conduct. 
Other academies have a standing committee on research 
ethics with an advisory function. Some academies have 
responsibility for investigating allegations of misconduct 
among their fellows or acting as an advisory “supreme 
court” in cases of remaining discontent.

Most academies do not have the capacity to investigate 
cases of alleged misconduct, reach a verdict, or make rec-
ommendations for punishment. Nor do academies have the 
legal authority to serve as a court of appeal where either 
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the accused or the accuser can lodge an appeal against a 
decision. However, academies can serve in an advisory role 
for other organizations in difficult or complicated cases. 
Academies also can monitor issues involving research con-
duct and reflect on the basic norms and standards in science 
and scholarship and on the prevalence, causes, and possible 
ways of preventing breaches of research integrity. This re-
flective role can be supported by analyses of the literature, 
reports of work groups, and conferences.



7
ALIGNING INCENTIVES WITH 

RESPONSIBLE RESEARCH

As the research enterprise has grown, an increasing num-
ber of countries and research institutions are facing the 
challenge of supporting and undertaking research that 
advances new knowledge and supports other national 
goals while being conducted at high levels of quality and 
integrity. Changes in the research system, including op-
portunities for commercialization, changing institutional 
environments, and funding pressures, can create incentives 
that either encourage responsible conduct in research or 
heighten temptations to violate standards. All participants 
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in research need to understand these environmental factors 
and work to promote research integrity by managing, miti-
gating, or eliminating potentially harmful incentives.

While beginning researchers and their supervisors are 
a primary audience for this guide, this chapter describes 
the responsibilities of other individuals and institutions in-
volved in research. All researchers will have interactions 
with research institutions throughout their careers, and all 
researchers will have opportunities to influence the policies 
and actions of these institutions.

Managing Individual and Institutional  
Conflicts of Interest

Researchers have many different interests in their profes-
sional and personal lives, and sometimes these interests 
conflict. For example, a researcher may have a financial 
interest that inappropriately biases his or her perspective 
on a research program. Or a researcher asked to serve as a 
reviewer may have a personal conflict that would affect the 
integrity of the review. Conflicts of interest can be real or 
perceived, but both can tarnish a project and the research-
ers associated with that project if they are not disclosed and 
managed.

Many conflicts of interest arise from opportunities to 
capitalize on research findings by securing intellectual prop-
erty protection through patents, copyrights, or trade secrets 
and then licensing this knowledge or forming a start- up 
company to exploit it. Many countries treat the commercial-
ization of research results as a legitimate and valuable activ-
ity. Researchers and research institutions should be aware 
of their rights and responsibilities under national laws and 
funder policies. The U.S. National Academies publication 
On Being a Scientist has a succinct discussion of intellectual 
property issues related to research as they are encountered 
in the U.S. context (NAS- NAE- IOM 2009).
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Financial conflicts such as research support, consultan-
cies, stock ownership, honoraria, or other payments are 
fairly easy to identify. However, personal relationships, 
competition among researchers, or strongly held intellec-
tual views also can create conflicts. In addition, researchers 
may put themselves in situations where ostensibly part- time 
activities such as consulting demand so much of their time 
and energy that their core research responsibilities suffer— a 
circumstance known as a conflict of commitment.

Researchers are responsible for disclosing upon request 
all the financial and personal relationships that might bias 
their work (see box 7- 1). Research institutions, research 
sponsors, and journals are increasingly requiring research-
ers to disclose conflicts of interest. For example, when sub-
mitting a manuscript to a journal, researchers typically 
have to state explicitly whether conflicts exist. The Interna-
tional Committee of Medical Journal Editors has prepared 
a uniform disclosure form that journals can use or adapt 
for conflict of interest disclosures (ICMJE 2013). Researchers 
also have a responsibility not to enter into agreements that 
would interfere with the disclosure of biases.

Box 7- 1. Discussion Scenario: A 
Personal Conflict of Interest

You are a graduate student completing your PhD dissertation 
and are invited to peer- review a manuscript for a journal for 
the first time. The peer- review system is a hallmark of the sci-
entific process and you are excited to be part of it. You read 
the abstract and believe that your expertise allows you to per-
form a thorough review and accept the invitation to receive 
the full manuscript. While reading the paper, you are able to 
deduce that the first author is a close personal friend with 
whom you worked in the past and who will soon be looking 
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Research institutions can have financial, reputational, 
and other conflicts that might affect their oversight of re-
search or willingness to impartially investigate suspected 
irresponsible behavior. One well- known example is the case 
of Jesse Gelsinger, who died in a gene therapy clinical trial 
in 1999 conducted by the University of Pennsylvania (Stein-
brook 2008). Gelsinger was substituted for another partici-
pant in the trial despite his having a condition that should 
have excluded him. In addition, the university did not re-
port that other patients had experienced serious side effects 
from the treatment. The PI had founded a company to com-
mercialize the technology, and the university held a stake 
and received research funding from the company.

Corporate sponsorship of academic research activities 
can deliver significant benefits, such as exposing faculty 
and students to interesting practical problems and intro-
ducing students to career possibilities in industry. At the 
same time, academic research institutions and researchers 
need to ensure that corporations and other sponsors do not 
exert inappropriate influence over research and educational 
activities. For example, sponsored research agreements that 
place onerous restrictions on performing research or re-
porting results can impair academic freedom and damage 
the educational process and faculty careers. In some cases, 
relationships between corporate interests and academia 
have been even more destructive (Oreskes and Conway 

for a tenure- track position. You also notice that the paper con-
tains significant flaws in the data- analysis section, and you 
believe that it should be substantially revised or rejected for 
that reason.

What would you do in this situation? How would you dis-
close the conflict of interest? What are the implications of not 
disclosing your conflict in this situation?
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2011). An extreme example is the tobacco industry, which 
used research funding as one tool to obscure the unhealthy 
effects of smoking for many years (Proctor 2011).

Research Institutions

In addition to their obligation to establish and enforce codes 
of conduct, research institutions have a broader responsibil-
ity for maintaining an environment that fosters research in-
tegrity (NRC- IOM 2002). Researchers, research institutions, 
and research sponsors have learned that no country or field 
is immune from irresponsible actions. The fundamental 
 values of research need to be practiced and emphasized as a 
matter of routine. Experienced researchers need to convey 
the standards of research through teaching, through the 
examples they set, and through mentoring to students and 
younger colleagues. A growing number of universities are 
taking steps to assess and improve the research integrity 
climate of individual departments and the institution as a 
whole through a standard survey and follow- up activities 
(CGS 2012).

Institutions that employ researchers thrive when they 
emphasize excellence and creativity. In recent years, hir-
ing, promotion, and funding decisions have made increased 
use of such metrics as the number of citations a publication 
has received or the “impact factor” of a journal calculated 
from citation of articles in that journal. However, overreli-
ance on such metrics can be misleading and can distort in-
centive systems in research in harmful ways. For example, 
researchers may try to publish as many articles as possible, 
reducing the quality of their articles as a result. The provi-
sion of large bonuses to researchers who publish a paper 
in a prestigious journal may provide a temptation for re-
searchers to cut corners or worse.

The value of a researcher’s contribution cannot be mea-
sured solely by the number of publications or the prestige of 
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the journals that publish them. In 2014, the San Francisco 
Declaration on Research Assessment (DORA) emphasized 
the need for new more holistic ways to evaluate research 
achievements and avoid overreliance on metrics such as ci-
tation indices and impact factors.

Research Funders

The public and private agencies that support research, in-
cluding governments, philanthropies, and industry, need 
to support the best research possible. Funding agencies 
should provide support to researchers and research in-
stitutions at a level sufficient to ensure that research 
can be undertaken properly and responsibly, without 
compromising quality or integrity. Their funding poli-
cies should not promote an environment where researchers 
face strong incentives to publish as many papers as possible 
in a short period of time or otherwise compromise the qual-
ity or integrity of their research.

As the global research enterprise has grown and ex-
panded, competition among researchers for recognition, 
positions, and limited resources has become more intense. 
In some fields and in some countries, growth in funding has 
been flat as the number of researchers has grown, leading to 
a situation in which a smaller proportion of proposals are 
funded and a smaller proportion of graduate students and 
postdoctoral fellows can expect to achieve an independent 
research position (Stephan 2012). Such structural factors 
may be partly responsible for the persistence of irrespon-
sible practices and other negative impacts on science (Casa-
devall and Fang 2012).

Funders have the corresponding duty to provide fund-
ing sufficient to ensure that researchers and research in-
stitutions can put systems in place that uphold integrity 
and facilitate high- quality research. In particular, funding 
agencies should support efforts of research institutions to 
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develop education and training programs on responsible 
research conduct. They should refrain from awarding re-
search funding on the basis of inappropriate political bias. 
Also, unless a researcher has signed a contract imposing 
limits on publication, that researcher has the right to pub-
lish research results without constraints from funders.

Because the results of research can be difficult to predict, 
funders often must give researchers considerable latitude 
in deciding which questions to pursue and how to pursue 
them. Early- career researchers in particular need both in-
dependence and support to establish their careers while fol-
lowing their passions and interests.





8
REPORTING RESEARCH RESULTS

Researchers have many ways of reporting research results 
to others. They can discuss results within a research group, 
give a presentation at a meeting, prepare a poster for a con-
ference, write about results in a blog or other electronic 
forum, construct a database and make it available electroni-
cally, or publish a journal article, a chapter of a book, or a 
book. All these types of communications need to observe 
the essential values of honesty, fairness, and openness. 
Many kinds of irresponsible and undesirable practices are 
associated with the reporting of research results.
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Authorship

Authorship serves to identify the individuals who have 
made substantial intellectual contributions to a study or 
are responsible for a component of the work behind it. 
Author ship underlies the reward systems of many research 
institutions and also entails accountability for published 
products.

Authorship criteria and conventions such as the order in 
which authors are listed differ by discipline. The statement 
on authorship by the International Committee of Medical 
Journal Editors (ICMJE 2015), for example, is especially de-
manding. It sets forward these authorship criteria:

•  Substantial contributions to the conception or design 
of the work; or the acquisition, analysis, or interpre-
tation of data for the work; AND

•  Drafting the work or revising it critically for impor-
tant intellectual content; AND

•  Final approval of the version to be published; AND
•  Agreement to be accountable for all aspects of the 

work in ensuring that questions related to the accu-
racy or integrity of any part of the work are appro-
priately investigated and resolved.

However, most accepted guidelines dictate that authors 
need only to provide substantial contribution to the manu-
script in one or more of the previously mentioned criteria.

Within particular disciplines, the order of the authors 
in an article traditionally conveys information about the 
roles of those authors in the research being described. But 
this inferred information can be ambiguous or mislead-
ing, and the meaning of author order in interdisciplinary 
research can be indecipherable or meaningless. Author-
ship also differs from country to country; while the PI is 
listed as the last author in some countries, in others the PI 
is listed first.
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Developing strict, multidisciplinary guidelines about au-
thor order in cases where the order denotes the importance 
of contributions would be difficult, if not impossible. Some 
journals or research institutes try to avoid these difficul-
ties by listing authors alphabetically. Others require that 
the roles of authors be described in a note accompanying 
the article. The drawback of such notes is that it can act to 
absolve some authors of responsibility for the article if they 
can point to a note stating that their roles were limited.

Unless a paper specifically allocates responsibility 
among authors, authorship connotes responsibility for the 
entire contents of that paper. The authors of a discredited 
paper may claim that they do not have expertise in the part 
of a paper containing fraudulent or erroneous results, es-
pecially in multidisciplinary research. However, if a paper 
contains fraudulent or erroneous results, all authors will be 
held accountable for those results. An author without ex-
pertise in a particular area may need to ask a trusted col-
league to review a paper to have confidence in its accuracy.

Sometimes, the authors of a paper add an author who has 
not contributed to the paper to honor the author, to boost the 
paper’s visibility, or to increase the chances that the paper 
will be accepted by a prominent journal. In other cases, se-
nior researchers demand to be listed as authors even though 
they have not contributed to the paper (box 8- 1). Hierarchi-
cal pressures in research organizations may lead authors to 
list laboratory or institute directors who have not contrib-
uted. This issue can be particularly problematic for begin-
ning researchers, who may then face the difficult choice 
about whether to share their concerns with institutional of-
ficials or take other actions (Gunsalus 1998). Sometimes, pa-
pers are written by authors who had nothing to do with the 
research described, and a researcher’s name is affixed to the 
paper in lieu of the actual writer. Both “guest authors” and 
unacknowledged “ghost authors” undermine the standards 
of research and distort the allocation of credit.
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Determining authorship in the early stages of a research 
project may not be practical. In many cases it is impossible 
to predict what balance of efforts will produce the final pub-
lished work. However, it is important for authorship to be 
discussed and for all collaborators to understand the crite-
ria that will be used to determine authorship. For example, 
all researchers involved in a project may agree on a set of 
principles that will be used to determine who is an author 
and the order of authors once the paper is ready for submis-
sion. Research institutions can also create mechanisms to 
ensure that those principles are respected and act in case 
of conflict.

Box 8- 1. Discussion Scenario: Honorary Authorship

You are a professor who recently received tenure at one of 
the leading research universities in your home country after 
earning your PhD in another country. You are very excited 
about the results of recent experiments, which are significant 
enough to merit publication in a leading international journal. 
As you complete work on the manuscript for submission to 
one such journal, your department chair points out that ac-
ceptance of your paper will result in large financial bonuses 
for you and your coauthors personally and lead to a significant 
funding increase for the department. He suggests that you add 
your graduate advisor at the overseas university, who was not 
involved with the research but is internationally known in the 
field, as a coauthor on the paper. This would surely improve 
the odds that the paper will be accepted. The department chair 
also indicates that he expects to be a coauthor on the paper 
as well, even though he has not been involved with the work.

How would you respond to the department chair? What 
possible consequences can you foresee if you follow his 
suggestions?
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Peer Review

In addition to judging the merit of research proposals, peer 
review is used to judge the merit of communications sub-
mitted for publication as well as to improve those articles 
through constructive criticism. Peer review seeks to ensure 
that the communication is relevant, that the evidence sup-
ports the conclusions, and that the findings are of value. 
It can enhance the quality of publications by clarifying 
explanations, correcting errors, properly allocating credit, 
and enabling other improvements. Publishing in journals 
and with publishers known for their high standards of peer 
review enhances the reputation of authors.

Peer review of proposed publications can take several 
forms. The most common arrangement is for the reviewer to 
be anonymous to encourage honest and frank reviews, and 
most reviewers favor this approach. Another approach is for 
both the authors and the reviewers to be blinded, although 
authors and reviewers can sometimes surmise the identities 
of reviewers or authors. A third method is for the entire 
process to be open, with the reviewers and authors both 
identified and the comments from both sides made freely 
available. In a fourth method, either before or after publi-
cation all readers and reviewers can access the publication 
and provide comments, generally in an online forum. Also, 
many journals have added electronic forums where readers 
can post comments on a published article. Especially com-
mon in the life sciences, this practice has not yet become 
formal or institutionalized enough to provide a replacement 
for peer review. At this point, it is not clear what the fu-
ture balance might be between traditional peer review and 
alternatives.

Irresponsible practices in peer review can occur when 
the reviewer is biased for or against the authors or has com-
peting interests. To minimize such conflicts, some journals 
allow authors to name persons to whom an article should 
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not be sent for peer review. If an article is rejected, some 
editors allow the authors to appeal the decision. Peer re-
viewers need to assess proposed publications fairly 
and promptly, with full disclosure of conflicts of in-
terest or bias.

Some authors have complained that a publication has 
been kept on hold for an unnecessarily long time while a 
reviewer finishes a competing publication. Such fears can 
be especially keen for authors who are at a disadvantage in 
peer review, including researchers from countries that are 
not at the center of a research field. Some authors also have 
complained about racial or gender discrimination in review 
decisions. Potential reviewers who realize that they have a 
conflict, a bias, or a lack of needed background knowledge 
in reviewing a proposed publication have a duty to inform 
editors so that appropriate actions can be taken.

Peer review sometimes detects fraudulent research, and 
reviewers should report any anomalies or suspicions to the 
editors, but reviewers generally must trust that the work 
described was done honestly. Peer review is not designed 
primarily to detect irresponsible practices, such as using 
public data as if it were the author’s own, submitting papers 
with the same content to different journals, or submitting 
an article that has already been published in another lan-
guage without reference to the original.

Difficulties can arise in reviewing publications from 
large collaborative projects involving researchers from dif-
ferent institutions, different countries, or different research 
disciplines. Reviewers may need to be comparably diverse 
to judge the multiple aspects of such a publication. Another 
area of concern has been the communication of dual- use 
research, such as research results that could contribute to 
the development of chemical or biological weapons. In such 
circumstances, reviewers or specially constituted panels 
may be asked to determine whether the likely benefits of 
publication outweigh the possible risks.



rePorTing researcH resulTs 87

Peer review also faces a long- term challenge stemming 
from the fact that in most cases it constitutes volunteer 
labor on the part of the reviewer. Given that research has 
become a faster- paced and more competitive activity, re-
searchers may become less inclined to undertake service 
activities such as reviewing. There are ways that this could 
be addressed, such as by paying reviewers. However, it is 
not obvious where the resources would come from to imple-
ment this approach.

Abuses of Publication Practices

Many other forms of irresponsible conduct can be associ-
ated with publication practices.

The citations in a paper acknowledge the previous work 
on which research results are based. Researchers who fail to 
acknowledge the contributions of others place their reputa-
tions at risk.

As discussed in chapter 4, the practice known as 
duplication— publishing the same research in multiple 
places— wastes the time and other resources of reviewers 
and editors and is fundamentally dishonest when a reader 
expects a research report to be original. In contrast, publi-
cation of the same work in multiple languages can be valu-
able, particularly in cases where the original work appears 
in a less widely spoken language. The circumstances of such 
republication should be made clear to editors at the time of 
submission and to readers. The obligation to appropriately 
cite the source literature applies regardless of the language 
in which a paper is published.

Publishing different results from a research project in as 
many places as possible to increase publication counts— a 
practice known as salami slicing or publishing in “least 
publishable units”— does a disservice to readers and editors 
who would benefit from a more thorough treatment of the 
research. This practice, too, wastes the time and effort of 
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others and renders the research literature less useful than it 
would otherwise be.

Editors should refrain from encouraging or coercing au-
thors to add citations from their journal in order to boost 
the journal’s impact factor. This practice distorts the tra-
ditional mechanisms for judging the importance and rel-
evance of results.

Journals, research institutions, and individual re-
searchers can fall prey to the temptation to enhance public 
recognition of results by engaging in such irresponsible 
behaviors as inaccurate representation of the results’ im-
plications or rushing the publication process. In 2013, a 
highly publicized paper on creating human stem cell lines 
through cloning was accepted three days after submis-
sion and published twelve days after that (Tachibana et 
al. 2013a). However, the paper was quickly found to con-
tain image duplication and labeling errors, resulting in 
concerns over manuscript preparation and the review 
process (Cyranoski 2013). One month later, an erratum 
was published to correct figures and typographical er-
rors (Tachibana et al. 2013b), and the authors promptly 
shared all reagents for independent validation (Chung et 
al. 2014; Yamada et al. 2014). This case raises questions over 
whether groundbreaking results should be replicated be-
fore or after publication and highlights the importance of 
providing clear descriptions of any image manipulation 
(Cyranoski 2014).

Finally, the use of computer programs and large publicly 
accessible databases to do text and data mining of research 
results has opened up grey areas of research practice that 
need further investigation. For example, should research-
ers be able to generate commercially valuable products from 
open access databases without financial return, or in some 
cases even attribution, to the researchers who gathered, an-
alyzed, and publicly disseminated those data?
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The Role of Journals

As repositories of the research literature, journals have a 
responsibility to maintain the integrity of research results. 
This entails establishing not only proper peer review pro-
cesses but also proper handling of retractions. When a pub-
lished paper is shown to be based on fraudulent data, jour-
nals have a responsibility to issue a correction or retract 
the paper. Although journals should make retractions and 
corrections visible in print and electronic versions so that 
retracted papers are no longer cited and corrected versions 
are used, many fail to do so. Also, journals may be reluc-
tant to communicate whether a retraction was the result of 
an honest error or irresponsible conduct (Fang et al. 2012), 
sometimes because national laws prohibit potential libel of 
authors.

Maintaining the integrity of the research literature re-
quires more than peer review and proper handling of re-
tractions (see box 8- 2). An increasing number of journals 
are using software or manual screens to guard against pla-
giarism and the inappropriate manipulation of figures.

Box 8- 2. Focus: Irresponsible 
Behavior in Stem Cell Research

Stem cell research has been a major focus of the life sciences 
for over a decade and has seen several prominent cases of ir-
responsible research behavior. The case of Hwan Woo- suk, a 
researcher at Seoul National University in Korea, attracted 
widespread attention in 2005 and 2006 when it was discovered 
that he used falsified data and committed other transgressions 
in two papers published in Science (Science 2006).
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If reviewers raise concerns or journals detect issues after 
review, the editors may communicate with the author to 
determine whether an error was accidental or the result of 
irresponsible practices, and they may ask the authors for 
the raw data on which a conclusion is based. If evidence of 
misconduct surfaces, a journal should inform an author’s in-
stitution of the infraction, but this practice is not universal. 
The Committee on Publication Ethics (COPE 2011) has estab-
lished a code of conduct and retraction guidelines and pro-
vides advice to editors and publishers on publication ethics.

Changes in Scholarly Communication

A number of shifts are occurring in scholarly communica-
tion that affect the environment for research integrity. One 
such trend is the requirement by public and private funders 
that the results of research be open to all. This requirement, 
which has become most widespread in biomedical fields, 

A more recent case involves the RIKEN Center for De-
velopmental Biology in Kobe, Japan (The Guardian 2015). In 
January 2014, two papers were published in the journal Nature 
to describe a simple method to create stem cells after expos-
ing blood cells from mice to an acidic solution (Obokata et 
al. 2014a, 2014b). A few months later, the journal discovered 
plagiarized writing, manipulation of images, and inexplicable 
discrepancies in the reported data. Haruko Obokata, lead au-
thor of both manuscripts, was found guilty of falsifying data. 
Her supervisor, Yoshiki Sasai, who joined the project in the 
final writing stage of the manuscript, was severely criticized 
during the investigation process for his poor mentoring and 
committed suicide at the research institution a few weeks 
after the journal retracted both studies. This case illustrates 
the human toll that irresponsible research behavior can take.
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often involves an embargo period when access is restricted 
to journal subscribers. After the embargo period, papers are 
posted in an online repository.

Open access challenges the business model of traditional 
journals, which is based on income from subscribers. Tra-
ditional journals add value to the publishing process, and 
they must be economically viable to exist. Yet to the extent 
that research results are freely and widely available, they 
increase in public value. Whether and how this tension will 
be resolved is not yet clear. New journals based on an “au-
thor pays” model have sprung up, and some have become 
very successful and influential.

Open access also has enabled the emergence of what Uni-
versity of Colorado in Denver librarian Jeffrey Beall refers 
to as “predatory open- access journals” that accept papers 
in return for payment from authors but apparently under-
take no quality control (Bohannon 2013; Kolata 2013). For 
example, a science journalist fabricated a paper about the 
discovery of an anticancer drug and submitted 304 versions 
of it to open- access journals (Bohannon 2013). Surprisingly, 
more than half of the journals accepted the manuscript, not 
noticing that the results were meaningless and that the au-
thor and institution were fabricated. For senior research-
ers with experience publishing scholarly papers, it is quite 
common to receive email invitations to submit papers to 
newly created journals under appealing names. Research-
ers should be wary about publishing in such journals, as it 
could amount to a waste of their creativity and hard work, 
and these practices can seriously damage the scientific en-
terprise. There is an ongoing debate within the scientific 
community about how to use open- access practices for the 
betterment of science (OSI 2015).

In some fields, the release of research results before they 
have been peer reviewed is frowned upon, and some jour-
nals will not allow distribution of “preprints.” In other fields, 
the availability of preprints is seen as speeding progress. 
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One well- established example is the arXiv, a web archive 
of electronic preprints in mathematics, physics, astronomy, 
and other fields that has reached the milestone of one mil-
lion papers (arXiv 2015). The site has instituted practices 
aimed at ensuring that submissions are high quality and of 
interest to the community, including the use of subject mat-
ter moderators and an endorsement system.

Websites and blogs that investigate or report on scientific 
publishing issues are also having an impact. Perhaps the 
most influential of these is Retraction Watch (2015). The blog 
has increased pressure on publishers to explain the reasons 
for retractions and has allowed the community to more ef-
ficiently track cases in which a given researcher is respon-
sible for large numbers of retracted papers.



9
BENEFITS AND CHALLENGES OF 

INTERNATIONAL COLLABORATIONS

As the global research enterprise grows and diversifies, an 
increasingly number of researchers are crossing national 
borders to pursue education, research opportunities, and 
careers. These international collaborations have many ben-
efits for individual researchers, for their institutions, and 
for nations. Researchers gain access to ideas, facilities, and 
new experiences while building relationships that can last 
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a lifetime. Collaborations can build political and economic 
links that transcend boundaries. Indeed, research collabo-
ration forms an important component of foreign policy for 
a number of nations. Large multinational projects share the 
cost of science while accelerating the production of knowl-
edge that benefits all countries. A recent analysis indicates 
that internationally coauthored work is more highly cited 
than collaborative work within one country (Adams 2013).

International experiences can be a high point of a per-
son’s career in research. But international research also can 
raise issues of responsible conduct that do not arise in a 
purely national context.

Special Challenges in International Collaboration

International research can take many forms. A research 
group may include someone from another country, or a stu-
dent or postdoctoral fellow may seek research opportunities 
in another country. PIs from two different countries may 
collaborate, or investigators may belong to international 
networks of researchers working collaboratively. Research 
institutions may be linked, or an institution may have a 
satellite campus or subsidiary in another country. Some 
research problems are too large and complex for any one 
country to tackle, requiring that large infrastructures be 
established to make progress on them. Box 9- 1 shows one 
typology of international collaborations.

Box 9- 1. Focus: Modes and Drivers Behind Different 
Types of International Research Collaborations

According to Tony Mayer, Europe Representative of Nanyang 
Technological University, collaborations are driven by a need 
for more international interdisciplinary and multidisciplinary 



inTernaTional collaboraTions 95

The breadth and range of international research collabo-
rations are very broad, so only a few illustrative examples 
will be mentioned here. Some international collaborative 
research programs, such as the network of agricultural re-
search center known as CGIAR (originally the Consultative 
Group on International Agricultural Research), have existed 
and evolved over many years. A newly launched initiative 
is the Institute for International Crop Improvement, whose 
main focus is to improve crops that are “important for food 
security in developing countries” (Danforth Center 2015).

Another example of international collaboration is the 
Census of Marine Life, completed in 2010. This ten- year 
international effort involved two thousand, seven hun-
dred scientists from approximately eighty nations to as-
sess the diversity, distribution, and abundance of marine  

knowledge. All require trust and integrity (Mayer 2013). He 
suggests the following typology:

•  Classical Mode: Collaboration between two PIs

•  International networks of PIs (example: European 
Cooperation in Science and Technology- COST)

•  Networks of institutions (example: GlobalTech, the 
Global Alliance of Technological Universities)

•  Satellite campuses or subsidiaries in other coun-
tries (example: the National Research Foundation of Sin-
gapore’s Campus for Research Excellence and Techno-
logical Enterprise— CREATE— program, which supports 
universities setting up research programs in Singapore)

•  Connections via super infrastructures (examples: 
CERN, ITER, Integrated Ocean Drilling Program)

•  Research on global challenges such as climate 
change (Earth System Science)
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life at the global level. This project produced the most 
comprehensive inventory of marine life to date, providing 
 unmatched data for forecasting, measuring, and under-
standing changes in the marine ecosystem and for build-
ing individual, institutional, national, and regional capac-
ity for marine sciences (CoML 2010).

With research involving international collaborators, 
legal, social, and cultural differences may lead to disputes 
over whether someone has acted irresponsibly (NRC 2014). 
In addition, as at the national level, science can have un-
desirable consequences when misused in an international 
context. In some countries the freedom of scientists is cir-
cumscribed, scientific integrity can be violated, and scien-
tists can put themselves in danger by publishing certain 
results.

For example, one risk of international research col-
laboration or the international movement of students is 
the possibility that a collaborator or student might com-
mit espionage or use the knowledge that they gain for ne-
farious purposes. Pakistani nuclear scientist A. Q. Khan, 
who received much of his education and spent his early 
career at several institutions in Europe, is one cautionary 
example. Khan returned to Pakistan, ultimately leading 
Pakistan’s successful nuclear weapons program and play-
ing a key role in proliferating nuclear technology to North 
Korea, Libya, and Iran. Certainly, researchers and insti-
tutions need to make their best efforts to vet collabora-
tors and students and remain alert to possible problems. 
Consulting with experienced researchers and experts in 
other areas such as the law may be necessary. At the same 
time, it may be very difficult or impossible to predict the 
attitudes and actions of an individual researcher decades 
in advance. A proper balance between caution on the one 
hand and an appreciation for academic freedom and in-
ternational collaboration should be maintained. The Royal 
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Netherlands Academy of Arts and Sciences published a 
brochure on this sensitive subject that lays out a frame-
work for the analysis of the challenges and predicaments 
of international scientific cooperation and offers options 
for risk assessment (KNAW 2014).

When an individual researcher or research team invites 
a foreign colleague, postdoctoral fellow, or student to par-
ticipate in the research, the rules of conduct of the country 
where the research is being undertaken normally apply. 
Host and guest researchers should be thoroughly familiar 
with these rules and agree to abide by them.

When two or more researchers or groups of research-
ers from different countries decide to work together on a 
research project, national codes or procedures may be at 
variance or even contradict each other. Under these circum-
stances, the codes and procedures to be followed need to 
be specified before the start of the collaboration. Potential 
problems such as dual- use technologies, intellectual prop-
erty, and sharing of research materials should be discussed 
beforehand. The criteria and process for determining au-
thorship should be established along with agreements on 
how to share raw or processed data. Experimental proce-
dures should be adapted to the available infrastructures, 
and materials produced as part of the collaboration should 
avoid nonscientific statements and be peer reviewed. When 
supporting international research collaborations, funding 
agencies should make sure that rules are clear and under-
stood by all parties to the collaboration in advance.

The European Code of Conduct (ESF- ALLEA 2011) rec-
ommends that international collaborations follow the guid-
ance of the Organization for Economic Cooperation and De-
velopment Global Science Forum (OECD 2007). The forum 
has produced representative text for international agree-
ments that can be embodied or adapted in documents for 
collaborative projects.
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The Need for Harmonization

The growing internationalization of research requires that 
more attention be devoted to differences in definitions, stan-
dards, and procedures among nations. Differences among 
countries can be especially difficult when two or more 
countries need to investigate an allegation of irresponsible 
conduct. Officials and administrators responsible for pro-
moting and enforcing integrity in research need to collabo-
rate just as researchers collaborate.

Box 9- 2. Discussion Scenario: Miscommunication 
in an International Collaboration

You are a graduate student who has qualified for a four- month 
research fellowship from a foreign government that will cover 
all your expenses. To receive the award, you need to prepare 
a short research proposal and find a research team in the for-
eign country willing to host you.

You are enthusiastic about the opportunity, but your capa-
bilities in English are limited and you have no proficiency in 
the language of the country you will be visiting. You struggle 
to communicate with potential advisors. So far, you have not 
received any outright rejections, but the responses have been 
vague: for example, “we will look into that,” or “it seems like a 
great project, we will think about it.” Time is running out, and 
you need to receive formal confirmation from an institution. 
However, you feel uncertain about how to let the potential 
advisors know that you need a clear response about whether 
they are willing to accept you.

Are there steps you could have taken to communicate 
more effectively? What are the responsibilities of potential 
advisors when they receive this sort of request from an over-
seas researcher?
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Smaller and less wealthy countries can face particular 
difficulties in international collaborations. Alliances of 
those countries, such as those established through IAP—The 
Global Network of Science Academies, can help ensure that 
the concerns of these countries are represented in inter-
national deliberations.

The Singapore Statement that emerged from the Second 
World Conference on Research Integrity (2010) was de-
signed to be a global guide to the responsible conduct of 
research. The Montreal Statement of the Third World Con-
ference on Research Integrity (2013) outlines principles to 
be followed in organizing and undertaking international 
collaborations.

Greater harmonization of training programs could re-
duce differences in perceptions of codes of conduct. In par-
ticular, online collaboration among institutions could help 
harmonize education programs (Steneck 2013).





10
COMMUNICATING WITH 

POLICYMAKERS AND THE PUBLIC

Many people outside the research enterprise are interested 
in and use research results. Government officials may draw 
on the results of research to make regulatory decisions. 
Public policies in a wide variety of areas incorporate sci-
entific information. Discussion of prominent issues in the 
media may hinge on information from research. Even the 
results of fundamental science are of interest to a public 
that has grown up in an age of rapid scientific and techno-
logical advances.
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Researchers are often asked to communicate information 
to policymakers and the public, and several principles of 
responsible conduct govern these interactions.

Participating in Public Decision Making

Researchers have much to contribute to public policies in 
a wide variety of areas. But research- based evidence is not 
the only input to such policies. Among the many factors 
that can influence decision makers are stakeholder input, 
political convictions, election cycles, media coverage, pop-
ular support, competing issues, staff input, and lobbying. 
Policy makers often rely on trusted individuals to provide 
them with good advice. They can be more influenced by a 
powerful anecdote or personal story than by a sheaf of re-
search results.

Evaluating what roles are appropriate for researchers 
in public processes can be complex and nuanced. It may 
depend on the national policy context, the nature of the 
issue, the current state of science in relevant areas, and 
other factors. When providing information for public pol-
icy decisions, one possible role of the researcher is to be 
an honest broker. Researchers are particularly well suited 
to untangle basic scientific facts from other considerations. 
However, researchers need to make their inputs both use-
able and transparent for decision makers. The users of re-
search results need to be able to judge the reliability of the 
evidence, of the claims that are made, and of those making 
the claims.

A particular difficulty is communicating uncertainties 
or probabilities clearly and comprehensively. Policymakers 
may want fixed inputs to a decision rather than a range of 
possibilities. Research results, in contrast, can be ambigu-
ous and uncertain. Researchers need to think about how 
their input can be most useful despite these constraints. 
Box 10- 1 provides an example of what can go wrong when 
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Box 10- 1. Focus: The L’Aquila Earthquake

Early in the morning of April 6, 2009, 309 people were killed 
when a 6.3- magnitude earthquake struck the town of L’Aquila, 
Italy, in the seismically active region of Abruzzo. In October 
2012, a judge found 7 men— 6 scientists and a government 
official— guilty of manslaughter for giving a falsely reassur-
ing assessment of risk at a meeting of an official government 
advisory panel a few days before the quake. They were all sen-
tenced to 6 years in prison and heavy fines. 

The International Human Rights Network of Academies 
and Scholarly Societies along with other groups condemned 
the verdicts and sentences (IHRN 2012). The convictions and 
sentences were immediately appealed, and in November 2014 
the scientists’ convictions were overturned. The government 
official’s sentence was reduced to 2 years. 

Before the earthquake, residents in the area become ner-
vous about an increase in seismic activity as a series of small 
shocks occurred. As a result, a meeting of a subgroup of  Italy’s 
National Commission for the Forecast and Prevention of 
Major Risks was held in L’Aquila (Cartlidge 2012). Following 
the meeting, several members of the commission held a press 
conference with local officials. The assessment’s finding that 
earthquakes are impossible to predict is accurate. However, 
the government officer offered an assurance that “The scien-
tific community tells us there is no danger, because there is an 
ongoing discharge of energy. The situation looks favorable” 
(New Scientist 2012). This statement and subsequent news re-
ports led residents to believe that a large earthquake was un-
likely to happen (New Scientist 2012).

The L’Aquila case raises important issues related to the sci-
entific assessment of risks to the public, how and by whom those 
risks are communicated, and the rights and responsibilities of 
scientific advisors and public officials. One factor influencing 
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frameworks for providing and communicating scientific ad-
vice are unclear.

Knowing how to make results usable for an audience 
requires dialog with that audience. Participating in pub-
lic decision making is a two- way and extended process 
that requires sharing ideas, experiences, and perspectives 
over time.

Providing Policy Advice to Decision Makers

Sometimes researchers are asked to provide not just re-
search results but policy advice to decision makers in gov-
ernment, industry, or nongovernmental organizations. This 

the handling of the case is the legal framework for scientific ad-
vice in Italy (Nosengo 2012). For example, some countries have 
established clear rules and regulations governing the provision 
of scientific advice, and scientific advisors are indemnified from 
criminal and civil liability. Also, information that emerged dur-
ing and after the trial raises the question of whether the scien-
tists allowed themselves to be used by public safety officials in 
what was primarily a public relations operation to reassure the 
public (Cartlidge 2012). Finally, even granting that the scien-
tists may bear some responsibility for inappropriately reassur-
ing L’Aquila residents, the judge’s sentences were startling and 
more severe than what the prosecutor requested.

The 2011 earthquake, tsunami, and nuclear disaster in 
Japan is another recent example where the performance of 
scientists and engineers in protecting public safety has been 
severely criticized (Normile 2011). The lesson for scientists 
and governments is to ensure that clear guidance exists for 
provision of scientific advice, that opinions and recommenda-
tions are communicated clearly and accurately, and that rights 
and responsibilities are clarified.
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advice can be extremely influential and must avoid bias or 
parochialism.

Documents generated by researchers to provide advice 
differ from research articles, but they, too, are based on 
evidence and reason. Scientific policy advice to govern-
ments, industry, or nongovernmental organizations should 
be peer reviewed to bring the quality control mechanisms 
of research to bear on that advice. If formal peer review is 
not possible, informal consultations with peers, including 
those who would be expected to be critical, may be neces-
sary. An example of scientific policy advice on the interna-
tional level is the InterAcademy Council’s assessment of the 
management and processes of the Intergovermental Panel 
on Climate Change, described in box 10- 2 (IAC 2010). IAP—
The Global Network of Science Academies, the InterAcad-
emy Medical Panel, and their affiliated regional academy 
networks regularly produce statements on policy issues 
that are disseminated to policy makers. Another example 
of internationally coordinated advice is the science- based 
advisory work of EASAC, the European Academies Science 
Advisory Council.

Box 10- 2. Focus: Assessment of the 
Intergovermental Panel on Climate Change

The IPCC is a United Nations body that regularly assesses “the 
most recent scientific, technical and socioeconomic informa-
tion produced worldwide relevant to the understanding of cli-
mate change” (IPCC 2013). The body, which was established in 
1988, was awarded the Nobel Peace Prize in 2007.

In 2010, following the discovery of a mistake in IPCC’s 
Fourth Assessment Report and the leaked release of emails of 
climate scientists involved with IPCC, the UN requested that 
the InterAcademy Council assess the management and report 



cHaPTer 10106

preparation processes of the IPCC. While the IAC panel did 
not assess the IPCC’s scientific findings, the resulting report 
contained a number of recommendations aimed at strength-
ening “IPCC’s processes and procedures so as to be better able 
to respond to future challenges and ensure the ongoing qual-
ity of its reports” (IAC 2010). The key recommendations (in 
abbreviated form) were

Recommendation: The IPCC should establish an executive 
committee to act on its behalf between plenary sessions.

Recommendation: The IPCC should elect an executive di-
rector to lead the secretariat and handle day- to- day opera-
tions of the organization. The term of this senior scientist 
should be limited to the time frame of one assessment.

Recommendation: The IPCC should encourage review edi-
tors to fully exercise their authority to ensure that review-
ers’ comments are adequately considered by the authors 
and that genuine controversies are adequately reflected in 
the report.

Recommendation: The IPCC should adopt a more targeted 
and effective process for responding to reviewer comments.

Recommendation: Each working group should use the qual-
itative level- of- understanding scale in its Summary for Poli-
cymakers and Technical Summary, as suggested in IPCC’s 
uncertainty guidance for the Fourth Assessment Report.

Recommendation: Quantitative probabilities (as in the like-
lihood scale) should be used to describe the probability of 
well- defined outcomes only when sufficient evidence exists.
Recommendation: The IPCC should complete and imple-
ment a communications strategy that emphasizes trans-
parency, rapid and thoughtful responses, and relevance to 
stakeholders, and that includes guidelines about who can 
speak on behalf of the IPCC and how to represent the or-
ganization appropriately.



coMMunicaTing wiTH PolicyMakers 107

Several national academies have launched programs to 
build bridges between elected officials and scientists in order 
to improve the science advisory process. For example, the 
Académie des sciences (French Academy) has set up a pair-
ing program with the French Parliamentary Office for Sci-
entific and Technological Assessment (OPECST). Through 
this initiative, members of the French Academy and young 
researchers establish formal dialogue with members of Par-
liament (MPs). A similar program has been implemented by 
the Royal Society (UK) to foster ongoing dialogue among 
MPs, civil servants, and research scientists. These bidirec-
tional initiatives provide MPs with better insights into the 
scientific enterprise while helping researchers to under-
stand pressures associated with political decision making.

Researchers have the same rights as all other people in 
expressing their opinions and seeking to influence public 
policy. But researchers must be especially careful to distin-
guish their roles as specialists and as advocates. Researchers 
who choose to be advocates have a special responsibility to 
themselves and to the research community to be very open 
and honest about the support for the statements they make. 
Researchers should resist speaking or writing with the au-
thority of science or scholarship on complex, unresolved top-
ics outside their areas of expertise. Researchers can risk their 
credibility and the credibility of the research enterprise by 
distorting their results or otherwise behaving irresponsibly 
as researchers in support of a policy position, no matter how 
important that policy position might appear to be.

Communicating Scientific Information to the Public

Talking about research results through the media or di-
rectly with the public can be professionally rewarding and 
personally enjoyable. Members of the public, generally 
speaking, respect and admire researchers. They are inter-
ested in new ideas and in the applications of these ideas. The 



cHaPTer 10108

public supports research both for its practical benefits and 
for its capacity to educate, entertain, and inspire.

Communicating the results of research to those outside 
the research community can take time away from research 
(Baron 2010). But effective communication with policy 
 makers and the public is essential given the pervasive influ-
ence of research on the broader society and the potential 
consequences of miscommunication (see box 10- 3).

Box 10- 3. Focus: The Long- Term 
Consequences of Irresponsible Behavior

In 1998, The Lancet, a British medical journal, published a 
research paper that linked the administration of measles, 
mumps, and rubella (MMR) vaccine with the appearance of 
autism. Soon after its publication the paper was called into 
question, with other researchers being unable to reproduce 
the results. Concerns were also raised about the lead author’s 
undisclosed financial interests. After a thorough investigation, 
the paper was retracted in 2010. This and other cases of misuse 
and dangerous “studies have shown” stories are articulately 
discussed by Goldacre in his bestseller Bad Science (2009).

Although results from that study were discredited, the fear 
of a link between autism and vaccines became widespread in 
several countries, partly through promotion by some advo-
cacy groups and favorable coverage in some media outlets. 
The result was a drop in vaccination rates in some places. For 
example, California experienced a measles outbreak in early 
2015 attributable to low vaccination rates (Nierenberg 2015).

This case shows how irresponsible research behavior can 
have downstream effects for decades. It also demonstrates 
how important it is for the scientific community to establish 
when such behavior has occurred and communicate correct 
information to the public.
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Science academies, acting individually and through 
global and regional networks, can play an important role 
in enhancing the public understanding of science. For ex-
ample, IAP—The Global Network of Science Academies, and 
a number of its members have been active in working to 
improve science education at the elementary and second-
ary levels in recent years. One area of focus has been the 
teaching of evolution, where the IAP’s 2006 statement has 
provided important guidance (IAP 2006).

Conveying complex ideas to a general audience requires 
the ability to communicate simply and clearly. These skills 
are not innate in the scientific environment, and research-
ers may need specialized training in conveying scientific 
insights to the general public in a way that is helpful and 
engaging. The American Association for the Advancement 
of Science’s Center for Public Engagement with Science & 
Technology provides resources for researchers engaging 
with the public (AAAS 2013). Professional organizations, 
disciplinary societies, and academies (including national 
young academies) have expertise that could be utilized to 
develop new and specialized resources in this area.

Box 10- 4. Discussion Scenario: The News Release

You are a member of a chemical engineering research team 
whose paper has been accepted in a prestigious journal. Your 
institution’s media relations office has drafted a news release 
about the paper. While the release does not contain any fac-
tual inaccuracies, some of the tone and language imply that 
the findings of your team will have a significant near- term 
impact on a particular industry. This is possible but not likely.

How would you communicate your concerns to other 
members of the research team and to the media relations 
office?
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Today, new tools such as blogs, videos, and tweets are 
providing innovative ways for researchers to engage with 
the public. Engaging with colleagues and the broader pub-
lic in the new social media environment also involves sig-
nificant challenges and possible pitfalls, such as how to deal 
with intransigence, incivility, and personal attacks in com-
municating about issues with significant policy implica-
tions, such as climate change.
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The InterAcademy Partnership (IAP) is a new umbrella 
organization formed by the merging of three established 
inter- academy networks. As such it is governed by the lead-
ers of these three networks, now called IAP for Science, IAP 
for Research, and IAP for Health. The leadership of the new 
umbrella organization also includes representatives of four 
regional networks– in Africa, the Asia/Pacific region, Europe, 
and the Americas. IAP currently has 130 member academies, 
which together reach governments that represent 95% of the 
world’s population. The official launch of the InterAcademy 
Partnership is expected to take place in early 2016.

Since 1993, IAP for Science, previously known as the 
Inter Academy Panel, has harnessed the power of the world’s 
scientific community to address global challenges and pro-
mote science- based sustainable development. IAP for Science 
brings together 107 member academies to advise the global 
public and decision- makers on the scientific aspects of criti-
cal global issues, such as sustainable development, climate 
change, biotechnology and global health. It also works to 
improve science education and scientific literacy in member 
countries.

Since 2000, IAP for Research, previously known as the 
InterAcademy Council, has mobilized the best scientists and 
engineers worldwide to provide high quality, in- depth ad-
vice to the United Nations and the broader global commu-
nity on critical issues such as the importance of building sci-
entific and technological capacity worldwide, a sustainable 



energy future, and African agriculture. IAP for Research has 
also presented a review of the processes used by the UN’s In-
tergovernmental Panel on Climate Change (IPCC), and, most 
recently, set out a broad vision of scientific responsibility in 
the global research enterprise.

Established in 2000, IAP for Health, previously known 
as the InterAcademy Medical Panel, is a global network of 
more than 70 medical academies and academies of science 
and engineering with medical sections. It is committed to 
improving health world- wide, for example by strengthen-
ing the capacity of academies to provide evidence- based ad-
vice to governments on health and science policy, especially 
in relation to the social and environmental determinants 
of health and the rising threat of non- communicable dis-
eases, and by supporting projects by member academies to 
strengthen health research and higher education in their 
countries. Its signature Young Physician Leaders program 
addresses sustainability of leadership to manage emerging 
challenges in health and bring about change.

More information available at: www.interacademies.org




